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Abstract

Data classification is a fundamental task in science and engineering. For ex-
ample, given data gathered about a patient’s tumor, we might need to decide
whether the tumor is malignant or benign. Ideally, we would like to determine a
mathematical function whose evaluation would indicate the classification of the
tumor. Linear discriminant analysis provides one such function, but functions
more general than a separating hyperplane are needed in many applications.

Support vector machines (SVMs) provide a means to classify data into two
groups (positive and negative) using criteria more descriptive than separating
hyperplanes. SVMs are trained using a large set of positive and negative exam-
ples. Classifiers such as neural networks are trained by an iterative process of
presenting examples and adjusting network weights until convergence. In con-
trast, the training of an SVM is acccomplished by solving a single quadratic
programming problem whose size is determined by the number of examples
and the number of parameters in the classifier. This simple training regime is
a major advantage of the SVM framework.
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These quadratic programming problems can, however, be quite large. In this
work we use two approaches to improve computational efficiency. First, we
apply an adaptive constraint reduction method in an interior point method for
solving the quadratic programming problem. This has the effect of allowing
later iterations to focus on only a few of the example datapoints. Second, we
cluster the data and initially train on a small number of examples drawn from
each cluster. This has the effect of reducing computation time in the early
iterations.

We discuss our algorithm and its convergence theory and illustrate its perfor-
mance on a variety of examples.
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