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Abstract

Given A ∈ Rm×n with m ≥ n, b ∈ Rm, and γ ∈ (0,∞), the scaled total least
squares (STLS) problem can be defined as follows:

min
E,f,x

{‖[E, γf ]‖F} subject to (A + E)x = b + f.

The STLS problem reduces to the ordinary least squares (LS) and data least
squares (DLS) problems as γ → 0 and γ →∞, respectively.

Given an approximate solution y ∈ Rn to the STLS problem, we derive a
formula for a lower bound on the corresponding backward error. When γ → 0
the lower bound reduces to the backward error obtained in [2] for the LS
problem. When γ →∞ it becomes the lower bound on the backward error of
the DLS problem obtained in [1].

Numerical experiments suggest that when y is a reasonable approximation to
the exact STLS solution, this lower bound is in fact the backward error.

We also provide an easily computable lower bound and an asymptotic estimate
for the above lower bound, and discuss how these could be useful for the design
of stopping criteria for iterative solution methods.
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