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Petr MayerCzech Technical UniversityFaculty of Civil EngeineeringThákurova 7, 166 29 PragueCzech RepublicEmail: pmayer@mat.fsv.cvut.czDe�nition 1. Let elements of T 2<n�n be non negative and T e= e, where e= (1;� ; 1)T 2<n.Then we call T the stochastic matrix.The basic motivation for the study of homogeneous reducible Discrete Time Markov Chain(DTMC) is a quantitative risk and reliability analysis for Railways signaling systems see [5, 3,4] . A natural property of the risk model is a presence of several independent sets of persistent -absorbing states. The sets represent the fundamental classes of the system hazards. The proba-bility characteristic of the transitions to these classes is the issue of the risk analysis. This is thereason why it is necessary for us to study the reducible homogeneous �nite DTMC.De�nition 2. A �nite Markov chain is stochastic process, which moves through �nite numberof states, and for which the probability of entering a certain state depends only on the last stateoccupied.Stochastic matrices are used for a description of Markov chainsSuppose that fXm jm = 0; 1; � g is a �nite homogeneous Markov chain on the states S1; � ;Sn. Let T 2 <n�n be its corresponding transition matrix. More information on stochastic pro-cesses and Markov chains can be found in [1, 8]. From our point of view we are interested in thefollowing characteristics : long time behavior, probabilities of reaching some states from otherstates, and, if such transitions are possible, the time which is necessary to reach these transi-tions.We show possibilities for computing such characteristic as long time probability of processto be in state i, overall probability of reaching state i from the state j and mean times and vari-ations of mean times to reach state i from the state j. We both concentrate on existence andcomputability of desired values. Special interest is devoted to possibility to compute desiredvalues for both reducible in irreducible transition matrices. Some examples considering reduciblecases are shown.This work is supported by grant 1ET400300415.Bibliography[1] J. G. Kemeny and J. L. Snell. Finite Markov Chains. Van Nostrand, New York, 1960.[2] S. J. Kirkland, M. Neumann, and X. Jianhong. A divide and conquer approach to computing the mean�rst passage matrix for markov chains via perron complement reductions. Numer. Linear Algebra Appl.,8:287�295, 2001.[3] �. Klapka and P. Mayer. Some aspects of modelling railway safety. In Proceedings of SANM'1999 , pagespp. 135�140, Plze¬, 1999. University of West Bohemia.[4] �. Klapka and P. Mayer. Vyuºití matematického modelování p°i koncep£ním °e²ení p°edm¥tných úkolhr jui. Technical Report 1, A�D Praha s.r.o., 2000. Internal report, in Czech.[5] �. Klapka and P. Mayer. Aggregation/disaggregation method for safety models. Applications of Mathe-matics, 47(2):127�137, 2002.[6] P. Mayer. Computing Mean First Passage Times Matrices by columns. in preparation, 2003.[7] C. D. J. Meyer. The role of the group generalized inverse in the theory of �nite Markov chains. SIAMRewiev , 17:443�464, 1975.[8] W. J. Stewart. Introduction to the Numerical Solution of Markov Chains . Princeton University Press,1994. 1


