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1. The convection diffusion model problem

We consider a model problem that has been studied by many au-

thors, e.g. [Fischer, Ramage, Sylvester, Wathen - 1999], [Ernst

- 2000], [Elman, Ramage - 2001, 2002], [Liesen, Strakoš - 2004]:

−ν∇2u + w · ∇u = 0 in Ω = (0,1) × (0,1),

u = g on ∂Ω,

• ν: scalar diffusion coefficient

• w = [0,1]T : convective velocity field

• g : discontinuous inflow boundary conditions

u(x,0) = u(1, y) = 1 for
1

2
≤ x ≤ 1 and 0 ≤ y < 1,

u(x, y) = 0 elsewhere on ∂Ω
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We use

• SUPG discretization (see for example [Brooks, Hughes - 1990])

• Discrete sine transformation [Liesen, Strakoš - 2004]

• A 35 × 35 grid (results also hold for other grid sizes)

• The zero initial guess in GMRES processes

This yields a linear system with a 352 × 352 block diagonal matrix

A with tridiagonal Toeplitz blocks of dimension 35 × 35 :

Ax =

















T1
T2

. . .

T34
T35

















x =



















b(1)

b(2)

...

b(34)

b(35)



















= b,
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where b is partitioned according to the block-diagonal structure
and

Ti =

















γiτi γiζi
γi γiτi γiζi

. . . . . . . . .

γi γiτi γiζi
γi γiτi

















= γi

(

S + τiI + ζiS
T

)

,

and where I is the identity matrix and S is the downshift matrix
S = (e2, . . . , e35,0).

• For very small ν the operator is highly non-normal [Reddy,
Trefethen - 1994]

• We consider two cases: ν = 0.005 and ν = 0.00005

• Values γiτi are close to each other and the values |γiζi| << 1
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GMRES norm reduction for the discretized convection diffusion

model problem
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Dashed line: ν = 0.00005 - Solid line: ν = 0.005.
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Slow convergence during the first 35 steps is quantified by a
lower bound that considers the small problems of dimension 35

Ti x(i) = b(i), i = 1,2, . . . ,35,

and by analysis of GMRES behavior for the small problems, see
[Liesen, Strakoš - 2004].

We cannot use this strategy to explain accelerated conver-

gence speed after step 35 because

• The strategy is useless after the 35th iteration, the bound
should couple the influence of the individual blocks

• Acceleration of convergence needs to be described be an
upper bound

We can, however, exploit the analysis for the small problems:
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2. Analysis of acceleration of GMRES
convergence speed

We generalize a result for Toeplitz matrices proved in [Liesen,
Strakoš - 2004] to explain the initial phase of convergence:

Theorem: Let us consider the residual vectors generated by

GMRES applied to Cy = d and assume that [d,Cd, . . . ,Ckd] has

full column rank. If C = B + U with UB = BU and Ud = τd,
then

rT
k = ‖rk ‖

2 [1,−τ, . . . , (−τ)k] ·
[

d,Bd, . . . ,Bkd
]+

,

‖rk ‖ =
1

‖ [1,−τ, . . . , (−τ)k] · [d,Bd, . . . ,Bkd]+‖
.

We put C ≡ A, d ≡ b and U ≡ τ I, hence A = B + τ I.
With B we can recognize a sudden change at k = 35:
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Recall that we consider a block diagonal system matrix with

blocks

Ti =

















γiτi γiζi
γi γiτi γiζi

. . . . . . . . .

γi γiτi γiζi
γi γiτi

















, i = 1, . . .35.

All |γiζi| << 1 and all γiτi are close. Hence for a diagonal trans-

lation τ close to all γiτi, the matrix B = A− τ I has blocks

T̃i = Ti − τ I ≈

















0 0
γi 0 0

.. . . . . . . .

γi 0 0
γi 0

















, i = 1, . . .35.
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Because of

Bb =

















T̃1
T̃2

. . .

T̃34
T̃35



































b(1)

b(2)

...

b(34)

b(35)



















, T̃i ≈

















0 0
γi 0 0

.. . . . . . . .

γi 0 0
γi 0

















,

application of B to b shifts down one position all entries of all

b(i). Hence B35b ≈ 0. Now our identity

‖rk‖ =
1

‖ [1,−τ, . . . , (−τ)k] [b,Bb, . . . ,Bkb]+‖

yields the upper bound

‖rk‖ ≤
‖Bkb‖

|τ |k
,

which quantifies the acceleration of convergence.
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3. Numerical examples

For ν = 0.005:

• The diagonal values γiτi are particularly close

⇒ τ = (
∑35

i=1 γiτi)/35

• The norms ‖b(1)‖, ‖b(2)‖ > ‖b(i)‖ for i ≥ 3

⇒ τ = (γ1τ1 + γ2τ2)/2

The choices and τ = (
∑35

i=1 γiτi)/35 and τ = (γ1τ1+γ2τ2)/2 yield
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Convergence curve and upper bounds for ν = 0.005
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Solid line: GMRES residual norm reduction

Dash-dotted line: Upper bound with τ = (γ1τ1 + γ2τ2)/2

Dotted line: Upper bound with τ = (
∑35

i=1 γiτi)/35
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For ν = 0.00005:

• The upper-diagonal values |γiζi| are particularly small: a

highly non-normal linear system

• The diagonal values γiτi are less close than for ν = 0.005.

• Again, the norms ‖b(1)‖, ‖b(2)‖ > ‖b(i)‖ for i ≥ 3

The choice τ = (γ1τ1+γ2τ2)/2 yields the dash-dotted line in the

following graph:
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Convergence curve and upper bounds for ν = 0.00005

0 20 40 60 80 100
10

−15

10
−10

10
−5

10
0

Solid line: GMRES residual norm reduction

Dash-dotted line: Upper bound with τ = (γ1τ1 + γ2τ2)/2

Dashed line: Upper bound with adaptive translation
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