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1. Introduction

Modelling of Errors in Variables
Linear Parameter Estimation
Linear Regression (Orthogonal regression)

In the language of computational linear alge-
bra:

east Squares, Total Least Squares, Data Le-
ast Squares

Main tool for analysis and computation:
Singular value decomposition (SVD)



~ ~

A a nonzero n by k matrix, b a nonzero

n-vector

Az =~ b
where =~ typically means using data correcti-

ons of the prescribed type in order to get the
nearest compatible system

The size of the required minimal data correction
(of bin LS, of band A in (Scaled) TLS, or of A
in DLS) represents the distance to the nearest
compatible system



e when errors are confined to b : LS

Az = b+, min|7

e when errors are contained in both A and b
. (Scaled) TLS

(A+ E)yzy = by + 7, minlr, El|p,

for a given scaling parameter ~

e when errors are restricted to A : DLS

A+ B)& = b, minl|B|p



2. Description of the difficulty

Suppose [i,HA} _ [ by H Ajp| O

so that the problem can be rewritten as two
independent approximation problems

Ajjxp = by,
A22$2 ~ O,

with the solution # = [xl ]
X9



It seems that Ay 29 =~ 0 has a meaningful
solution x9 = 0 and only Ayy z1 = by need be
solved.

However, the situation of TLS, DLS is not so
simple. Assume, e.g., that for the TLS solution
of Aj; x1 ~ by we get the compatible system
(A1 + Eq1) ¢ = by +r1, and

Omin (A29) < o1 = min ||[r1, Eylllr-

Then the above TLS solution x{, with z9 = 0,
does not give a TLS solution of the whole
Az ~ b, and zy,x9 are not computed by the
pasic algorithm suggested by Golub and Van
Loan [1980], see also Van Huffel and Van-

dewalle [1991]:



e There exist z1, x9 # 0, possibly not optimal,
such that

(Ap+ Ep1) 21 + Eoag = by+1

Eo @1 + (Agg+ En) &9 = o

and

= min ||[r1, Byl

A\
S
|




e Golub, VVan Loan algorithm: Compatibility
condition

means

- .~ —1
(16, A] + [7, E)) l - ] = 0.

Look for the smallest perturbation [7, E] of
b, A] which makes it rank deficient. If the
right singular vector corresponding to the
smallest singular value of [b, A] has a non-
zero first component, then scaling it so
that the first component is —1 gives the
basic TLS solution.



e Current techniques look for some zy,xoy by
changing the problem (applying additional
constraints) so that the idea of the basic
GVL algorithm could be used. They need
SVD of both A and [b, Al.

Van Huffel, Vandewalle:

The concept of a nongeneric solution.



Observation:

Since the norms || - ||, | - || are orthogonally
invariant, the trouble exists for all fl, b which
can be orthogonally transformed to the given

form,

P and @ orthogonal.
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3. Core problem within Az ~ b

Our suggestion is to find an orthogonal trans-
formation

0 ‘ A22 7 ’

so that A;; has minimal dimensions and Ajjz; =
by can be solved by the algorithm given by Go-
lub and Van Loan. Then solve A{jxz; = by, and
take the original problem solution to be

N x
x:Q[ 01].
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Such orthogonal transformation is given (as-
suming b # 0) by reducing [b, A] to an upper
bidiagonal matrix. In fact, Ay need not be bi-
diagonalized while upper bidiagonal [by, Aj1] =
Pl b, AQ1] has nonzero bidiagonal elements and
IS either

B1 | o
[b1|A11]: /82 (%2 Y /B’La’L_T/Oa ,I::]‘?“‘?Z
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B | o

b1 | Ap] = o , Biai#0,i=1,...

if ayp1=00rp=E=k.

From the construction, [bj, A11] has full row
rank and Ay has full column rank.

Technique: Householder reflections and
Golub-Kahan bidiagonalization.
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T heorem

(a)

(b)

(©)

Aq11 has no zero or multiple singular values,
SO any zero singular values or repeats that
A has must appear in Ay;

Aq1 has minimal dimensions, and Ay maxi-
mal dimensions, over all orthogonal trans-
formations of the form given above;

The solution of the TLS problem Ajjxz; =
by can be obtained by the algorithm of Go-
lub and Van Loan.
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4. Concluding remarks

In theory, the core problem approach dif-
fers from the standard VVan Huffel and Van-
dewalle approach for “non-basic” TLS pro-
blems.

In practice, the suggested bidiagonalization
(leading to the core problem) is an ideal
first step in solving the total least squa-
res, scaled total least squares or data least
squares problems with single right hand si-
des.

Unlike in the approach of Van Huffel and
Vandewalle, the extension to multiple right
hand side problems is not obvious.

The paper will be submitted to CSDA, pu-
blished papers are referenced in the abs-
tract.
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THANK YOU!
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