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Chapter 1

Introduction

As the title of this thesis suggests, it should be a contribution to the field of fuzzy
logic. In order to make it clear, we firstly explain what we understand under the
term “fuzzy logic”. The word “fuzzy” in a relation with mathematics was likely
used for the first time by L. A. Zadeh in his paper [38] on fuzzy sets. He came
with an idea to introduce a new kind of a set (so-called fuzzy set) to which its
elements belong with a certain degree. In the classical setting an element either
belongs to a set or not. If A is a classical set then the formula x ∈ A is either
absolutely true or absolutely false. In the case of a fuzzy set A, an element x can
attain more than two degrees of its membership. Thus the formula x ∈ A may be
only partially satisfied. In order to define fuzzy sets in a proper way, we need a
logical calculus which is able to cope with partially true statements. Such logical
calculus is called fuzzy logic. Similarly as in the classical setting fuzzy logic can be
propositional or predicate. We will focus here only on propositional fuzzy logics.

This thesis is devoted to the research direction started by Hájek. He introduced
one of the most successful fuzzy logics, so-called Hájek’s Basic Logic (BL for
short). In his monograph [17] one can find a lot of interesting results about this
calculus (like completeness theorem) and also connections to other already known
calculi (like  Lukasiewicz logic or Gödel logic). The logic BL has an algebraic
type of semantics, so-called BL-algebras. They play an analogous role for BL as
Boolean algebras for the classical logic. BL-algebras form in fact a subvariety
of residuated lattices1. A motivation example of a BL-algebra is the real unit
interval endowed with a continuous t-norm2 interpreting a conjunction and the
corresponding residuum interpreting an implication. Such BL-algebra is often

1A residuated lattice is a lattice ordered monoid whose monoid operation possesses a so-called
residuum or residual (for details see [32]).

2A t-norm is a commutative, associative, binary operation on the real unit interval which is
monotone in each argument and 1 is a neutral element.
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CHAPTER 1. INTRODUCTION 2

called a standard BL-algebra. Hájek proved that BL is sound and complete w.r.t.
the class of BL-algebras, i.e., a formula is provable in BL if and only if it is a
tautology in all BL-algebras. Later it was shown in [10] that BL is also complete
w.r.t. the standard BL-algebras. This kind of result is usually referred to as
Standard Completeness Theorem.

In a standard BL-algebra the t-norm is continuous. However, for the existence
of the corresponding residuum only left-continuity is sufficient. Thus Esteva and
Godo introduced a weaker logic so-called Monoidal T-norm Based Logic (MTL
for short) capturing this fact. An algebraic counterpart of MTL is the class of
MTL-algebras. Similarly to the case of BL it was showed that MTL is complete
w.r.t. the class of MTL-algebras. Jenei and Montagna even proved in [28] that
MTL enjoys Standard Completeness Theorem.

The logic BL has three basic schematic extensions;  Lukasiewicz logic, Gödel
logic, and the product logic. It is a natural question what happens if we add the
axiomatic schemata corresponding to the basic extensions of BL to MTL. Hájek
showed in [19] that MTL plus the schema characteristic of Gödel logic already
collapses to Gödel logic. If we add to MTL the schema characteristic of  Luka-
siewicz logic, we obtain a strictly weaker logic than  Lukasiewicz logic, so-called
Involutive Monoidal T-norm Based Logic (IMTL for short). Finally, the extension
of MTL by the schemata characteristic of the product logic is called Product
Monoidal T-norm Based Logic (ΠMTL for short) and is strictly weaker than the
product logic. It is just ΠMTL which this thesis is focused on.

1.1 Goals of this thesis

We would like to present here mainly two results concerning ΠMTL. The first one
is a solution of an open problem whether ΠMTL satisfies Standard Completeness
Theorem. This question was posed by Esteva, Gispert, Godo, and Montagna in
[13]. In Chapter 3 we provide a positive answer to this question. Thus we show in
fact that the variety of ΠMTL-algebras is generated by standard ΠMTL-algebras,
i.e., ΠMTL-algebras in the real unit interval [0, 1].

The second part of the thesis (Chapter 4) gives a characterization of the struc-
ture of the standard ΠMTL-algebras since they are the generators of the whole
variety. Let L be a standard ΠMTL-algebra. Firstly, we show that the `-monoid
reduct of L can be extended to a totally ordered Abelian group by making fractions
since the monoid operation of L is cancellative. Then we use Hahn’s Embedding
Theorem (see e.g. [14, 15]) and prove that the `-monoid reduct of L can be em-
bedded into a full Hahn group V. Finally, we describe those elements in V whose
preimages belong to L. More precisely, we present a method how to construct from
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a full Hahn group a standard subdirectly irreducible ΠMTL-algebra and then we
prove that each standard subdirectly irreducible ΠMTL-algebra can be obtained
in this way. Thus we get a characterization of the standard subdirectly irreducible
ΠMTL-algebras up to an isomorphism.

1.2 Notation

Throughout the text we use the following notation. The set of naturals, inte-
gers, rationals, and reals are denoted respectively by N,Z,Q, and R. The set of
non-positive reals is denoted by R− = {r ∈ R | r ≤ 0}. The set of non-positive
integers is denoted by Z− = {z ∈ Z | z ≤ 0}. Ordinals are denoted by Greek
letters. Let α be an ordinal. Then α∗ stands for the reversely ordered α, e.g. ω∗

is the set of natural numbers ordered as follows: 0 > 1 > 2 . . .. If f : A→ B is a
function and C ⊆ A then the restriction of f to C is denoted by f � C.

1.2.1 Partially ordered sets

Let (P,≤) be a partially ordered set (poset). The poset P is said to be inversely
well ordered (i.w.o.) if each subset of P contains a maximum. Then clearly each
element in P has a predecessor. Further, the poset (P,4), where x 4 y iff y ≤ x
for x, y ∈ P , is called the dual of P and is denoted by P ∂ . In any poset P intervals
will be respectively denoted by

[x, y] = {z ∈ P | x ≤ z ≤ y} , (x, y] = {z ∈ P | x < z ≤ y} ,
[x, y) = {z ∈ P | x ≤ z < y} , (x, y) = {z ∈ P | x < z < y} ,
[x,→) = {z ∈ P | x ≤ z} , (x,→) = {z ∈ P | x < z} ,
(←, x] = {z ∈ P | z ≤ x} , (←, x) = {z ∈ P | z < x} .

We also use without mentioning the alternative signature for a lattice using
the lattice order ≤ instead of ∧,∨.

1.2.2 Universal algebra

Algebras are denoted by boldface capitals (e.g. L). The corresponding universes
are denoted by the same capital (e.g. L). Let L be an algebra and G ⊆ L. Then
the subalgebra generated by G will be denoted by Sg(G). The congruence lattice
of L will be denoted by Con L and the minimum and the maximum congruence
will be denoted by ∆,∇ respectively. Let θ ∈ Con L be a congruence. The
factor algebra corresponding to θ is denoted by L/θ. An equivalence class (i.e., an
element of L/θ) containing an element a ∈ L is denoted by [a]θ. If S is a subset
of L then the restriction of θ to S2 is denoted by θ�S .
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1.2.3 Lattice ordered algebraic structures

A commutative lattice ordered monoid (`-monoid) M = (M, ∗,≤,1) is a structure
where (M, ∗, 1) is a commutative monoid, (M,≤) is a lattice, and the operation
∗ is order-preserving, i.e., for all a, b, c ∈ M , a ≤ b implies a ∗ c ≤ b ∗ c. Since in
this text we deal only with commutative `-monoids, the adjective “commutative”
is often omitted. An `-monoid is said to be integral if the neutral element 1 is
also the top element of the lattice reduct. In the case when an `-monoid M is
totally ordered (i.e., the lattice reduct forms a chain) we call it an o-monoid. An
`-monoid M is said to be cancellative if for all x, y, z ∈ M , x ∗ z = y ∗ z implies
x = y.

Let I be a well ordered index set and for any i ∈ I, let Mi = (Mi, ∗i,≤i,1i)
be an o-monoid. Then a lexicographic product M =

∏
i∈I Mi is the following

o-monoid. The monoid reduct of M is just the direct product of the monoid
reducts of Mi. Let f, g ∈ M . The order on M is defined as follows: f < g iff
f(i) < g(i), where i is the least index such that f(i) 6= g(i).

An Abelian lattice ordered group (`-group) G = (G, ∗,−1 ,≤,1) is a structure
where (G, ∗,−1 ,1) is an Abelian group, (G,≤) is a lattice, and ∗ is order-preserving,
i.e., for all a, b, c ∈ M , a ≤ b implies a ∗ c ≤ b ∗ c. Again if (G,≤) forms a chain
then G is referred to as an o-group.



Chapter 2

State of the art

Nowadays fuzzy logic is a widely developed area of mathematical logic. Thus
it is not possible to present here all important results belonging to this area.
Nevertheless, we will try to collect in this chapter most of the definitions and
results related to our work in order to make this thesis reasonably self-contained.

2.1 Residuated lattices

Since in many cases the set of truth values of a fuzzy logic forms a residuated
lattice, we describe residuated lattices in this section. Such lattices were firstly
introduced by Ward and Dilworth in [37] as a generalization of ideal lattices of
rings. More precisely, it can be shown that the collection of all two-sided ideals of
a ring forms a residuated lattice. General algebraic facts about residuated lattices
can be found in papers [2, 4, 20, 32].

A commutative residuated lattice L = (L, ∗,→,∧,∨,1) is an algebraic struc-
ture, where (L, ∗,1) is a commutative monoid, (L,∧,∨) is a lattice, and (∗,→)
form a residuated pair, i.e.,

x ∗ y ≤ z iff x ≤ y → z . (2.1)

The operation→ is called a residuum. When we refer to a commutative residuated
lattice, we will omit the word commutative since we will deal here only with the
commutative case. The symbol an stands for a ∗ · · · ∗ a (n times). In the absence
of parenthesis, ∗ is performed first, followed by →, and finally ∨ and ∧.

It follows from the definition that ∗ is order-preserving, i.e., a ≤ b implies
a ∗ c ≤ b ∗ c. Indeed, b ∗ c ≤ b ∗ c iff b ≤ c → b ∗ c by (2.1). Since a ≤ b, we get
a ≤ c→ b ∗ c. Thus a ∗ c ≤ b ∗ c by (2.1). The residuum is decreasing in the first
argument and increasing in the second one. Let a ≤ b. By (2.1) we have b→ c ≤

5



CHAPTER 2. STATE OF THE ART 6

b→ c iff b ∗ (b→ c) ≤ c. Since ∗ is order-preserving, a ∗ (b→ c) ≤ b ∗ (b→ c) ≤ c.
Thus b → c ≤ a → c by (2.1). For the second argument we have c → a ≤ c → a
iff c ∗ (c→ a) ≤ a. Thus c ∗ (c→ a) ≤ b and we get c→ a ≤ c→ b by (2.1).

Further, the inequality a ∗ x ≤ b has a greatest solution for x (namely a→ b).
Thus

a→ b = max{x ∈ L | a ∗ x ≤ b} .

In particular, the residuum is uniquely determined by ∗ and ≤. The existence of
the residuum has the following consequence which will be useful for us later.

Proposition 2.1.1 Let L be a residuated lattice.

1. The operation ∗ preserves all existing joins in each argument, i.e., if
∨
X

and
∨
Y exist for X,Y ⊆ L then

∨
x∈X,y∈Y x ∗ y exists and(∨

X
)
∗

(∨
Y

)
=

∨
x∈X,y∈Y

x ∗ y .

2. The residuum preserves all existing meets in the second argument and con-
vert existing joins to meets in the first argument, i.e., if

∨
X and

∧
Y exist

for X,Y ⊆ L then for any z ∈ L,
∧

x∈X(x→ z) and
∧

y∈Y (z → y) exist and(∨
X

)
→ z =

∧
x∈X

(x→ z) and z →
(∧

Y
)

=
∧
y∈Y

(z → y) .

Here we collect several identities valid in any residuated lattice used throughout
the text.

Proposition 2.1.2 The following identities hold in any residuated lattice L.

1. x ∗ (x→ y) ≤ y,

2. x→ y ≤ z ∗ x→ z ∗ y,

3. (x→ y) ∗ (y → z) ≤ x→ z,

4. x ∗ y → z = x→ (y → z),

5. (x ∨ y) ∗ z = (x ∗ z) ∨ (y ∗ z),

6. 1→ x = x.
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A residuated lattice L is said to be integral if 1 is the top element of L. In
this case we have that x ≤ y implies x→ y = 1. Indeed, 1 ∗ x ≤ y iff 1 ≤ x→ y.
If a residuated lattice possesses a bottom element 0, then we have 0 ∗ x = 0.
Further, a totally ordered residuated lattice is referred to as a residuated chain.
A residuated lattice L is said to be cancellative if for any x, y, z ∈ L, x ∗ z = y ∗ z
implies x = y.

The class of commutative residuated lattices forms a finitely based variety. An
equational basis is given, for example, by a basis for lattice identities, monoid
identities, x ∗ ((x→ z)∧ y) ≤ z, and y ≤ x→ (x ∗ y ∨ z) (see [32]). Moreover, the
variety is an ideal variety, i.e., congruences are determined by their 1-congruence
classes, and these are further characterized as convex subalgebras. A subalgebra S
is convex if [x, y] ⊆ S for all x, y ∈ S. The following two theorems were presented
in [20].

Theorem 2.1.3 The lattice CS(L) of convex subalgebras of a commutative resid-
uated lattice L is isomorphic to its congruence lattice Con L. Let H ∈ CS(L) and
θ ∈ Con L. The isomorphism is given by the mutually inverse maps

H 7→ θH = {〈a, b〉 | (b→ a) ∧ 1 ∈ H and (a→ b) ∧ 1 ∈ H} and θ 7→ [1]θ .

In fact the congruences are already determined by the negative part of [1]θ. Let
L be a residuated lattice. Then L− denotes the negative part of L, i.e.,

L− = {x ∈ L | x ≤ 1} .

Theorem 2.1.4 Let S be a convex submonoid of L such that S ⊆ L−. Then
defining the set HS by

HS = {a ∈ L | s ≤ a ≤ s→ 1 for some s ∈ S} ,

HS is a convex subalgebra of L and S = H−
S . Conversely, if H is any convex

subalgebra of L then, setting SH = H−, SH is a convex submonoid of L and H
can be recovered from SH as described above. Moreover, the mutually inverse maps
H 7→ SH and S 7→ HS establish a lattice isomorphism between the lattice CS(L) of
convex subalgebras of L and the lattice CM(L) of convex submonoids of L whose
underlying sets are subsets of L−.

2.1.1 Abelian totally ordered groups

One of the typical examples of a residuated lattice is an Abelian lattice ordered
group (`-group). In this case a → b = a−1 ∗ b. Such objects were extensively
studied in mathematics (for details see [14, 15]). Since we will deal with a subclass
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of Abelian totally ordered `-groups (o-groups), we also recall several facts about
them useful in the sequel. It follows from Theorem 2.1.3 that the congruences
on an o-group G are completely determined by convex subgroups, i.e., Con G is
isomorphic to the chain of all convex subgroups. Let V be a convex subgroup of
G. Then the factor o-group will be denoted by G/V . The equivalence class of
x ∈ G w.r.t. the congruence given by V will be denoted by [x]V .

A convex subgroup generated by an element g is said to be principal and will be
denoted by V g. The principal convex subgroups are characterized in the following
lemma (see [15, Lemma 3.1.5]).

Lemma 2.1.5 If G is an o-group and g ∈ G, then

V g = {f ∈ G | |f | ≤ |g|n for some n ∈ N} ,

where |g| = g ∨ g−1.

Since a union of any system of convex subgroups is again a convex subgroup, each
V g has a predecessor, namely the largest convex subgroup not containing g, i.e.,
the union of all such subgroups. This predecessor will be denoted by Vg. Following
the terminology from [15], Vg, the largest convex subgroup not containing g, will
be called a value of g.

2.2 Hájek’s Basic Logic

Probably one of the most successful fuzzy logic is Hájek’s Basic Logic (BL for
short). Many details about BL can be found in Hájek’s monograph [17]. Here we
will deal only with the propositional version of BL. The original motivation was
to introduce a truth-functional many-valued logic where the set of truth values is
the real unit interval [0, 1] with the usual order and a conjunction is interpreted by
a continuous t-norm ∗. A t-norm ∗ : [0, 1]2 → [0, 1] is a commutative, associative
operation which is non-decreasing in each argument and a∗1 = a for all a ∈ [0, 1].
Since the only deduction rule of BL is modus ponens, the interpretation of an
implication → is chosen so that it is a maximal function from [0, 1]2 to [0, 1]
such that modus ponens is still a correct deduction rule. The maximality of →
follows from the fact that we want to have the deduction rule powerful. It can be
shown that [0, 1]∗ = ([0, 1], ∗,→,≤, 1) forms an integral residuated chain. Thus
a → b = max{z ∈ [0, 1] | a ∗ z ≤ b}. Since we want to have in our logic an
absolute falsity, the bottom element 0 is added into the signature of [0, 1]∗, i.e.,
[0, 1]∗ = ([0, 1], ∗,→,≤, 0, 1). Moreover, the continuity of ∗ implies a divisibility of
[0, 1]∗, i.e., if b ≤ a then there exists z ∈ [0, 1] (namely a→ b) such that a ∗ z = b.
Hence the meet is definable in [0, 1]∗ as a ∧ b = a ∗ (a → b). Also the join can
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be defined by a ∨ b = ((a → b) → b) ∧ ((b → a) → a) since [0, 1]∗ is integral and
totally ordered. It may be helpful for a reader to keep this motivation in mind
when reading the formal definition of BL.

2.2.1 Syntax and semantics of BL

Let [0, 1]∗ = ([0, 1], ∗,→,≤, 0, 1) be the same as in the previous paragraph. The
language of BL contains as usual a countable set of propositional variables, a
conjunction &, an implication ⇒, and the constant 0. Further connectives are
defined as follows:

ϕ ∧ ψ is ϕ&(ϕ⇒ ψ),
ϕ ∨ ψ is ((ϕ⇒ ψ)⇒ ψ) ∧ ((ψ ⇒ ϕ)⇒ ϕ),
¬ϕ is ϕ⇒ 0̄,

ϕ ≡ ψ is (ϕ⇒ ψ)&(ψ ⇒ ϕ),
1 is ¬0.

An evaluation e of propositional variables is a mapping assigning to each propo-
sitional variable p its truth value e(p). This can be uniquely extended to the
evaluation of all formulas as follows:

e(0) = 0 ,
e(ϕ&ψ) = e(ϕ) ∗ e(ψ) ,

e(ϕ⇒ ψ) = e(ϕ)→ e(ψ) .

The following formulas are the axioms of BL capturing the above-mentioned
properties of the integral residuated chain [0, 1]∗ from the motivation paragraph:

(A1) (ϕ⇒ ψ)⇒ ((ψ ⇒ χ)⇒ (ϕ⇒ χ))
(A2) ϕ&ψ ⇒ ϕ
(A3) ϕ&ψ ⇒ ψ&ϕ
(A4) ϕ&(ϕ⇒ ψ)⇒ ψ&(ψ ⇒ ϕ)
(A5a) (ϕ⇒ (ψ ⇒ χ))⇒ (ϕ&ψ ⇒ χ)
(A5b) (ϕ&ψ ⇒ χ)⇒ (ϕ⇒ (ψ ⇒ χ))
(A6) ((ϕ⇒ ψ)⇒ χ)⇒ (((ψ ⇒ ϕ)⇒ χ)⇒ χ)
(A7) 0̄⇒ ϕ

The deduction rule of BL is modus ponens, i.e. from ϕ and ϕ ⇒ ψ derive ψ.
The notion of a proof in BL is defined as in the classical logic.

The axioms (A1), (A2), (A3), and (A5) capture the facts that [0, 1]∗ is an
integral commutative residuated lattice. The axiom (A4) expresses the fact that
[0, 1]∗ is divisible. The axiom (A6) is a variant of the proof by cases expressing
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somehow that [0, 1]∗ is totally ordered. The fact that [0, 1]∗ is a bounded lattice
is captured in (A7).

It can be easily checked that all axioms of BL are valid in [0, 1]∗, i.e., for any
evaluation all axioms are evaluated by 1. The formulas to which any evaluation
assigns 1 are called 1-tautologies. Furthermore, since modus ponens preserves
1-tautologies, all formulas provable in BL are 1-tautologies.

Now, we are going to give a definition of a BL-algebra. BL-algebras play the
same role in BL like Boolean algebras in the classical logic. They form a subvariety
of integral residuated lattices.

Definition 2.2.1 A structure L = (L, ∗,→,∧,∨,0,1) is a BL-algebra if the fol-
lowing conditions are satisfied for all x, y ∈ L:

1. (L, ∗,→,∧,∨,1) is an integral residuated lattice,

2. (L,∧,∨,0,1) is a bounded lattice,

3. x ∧ y = x ∗ (x→ y),

4. (x→ y) ∨ (y → x) = 1.

A totally ordered BL-algebra is referred to as BL-chain. The last identity in the
definition (x→ y) ∨ (y → x) = 1 is called prelinearity.

Observe that in any integral residuated chain the prelinearity equation is trivially
satisfied. Further, it is clear that the integral residuated lattice [0, 1]∗ from the
motivation paragraph is a BL-chain. The BL-chain [0, 1]∗ = ([0, 1], ∗,→,≤, 0, 1)
where ∗ is a continuous t-norm and→ is the corresponding residuum will be called
standard BL-chain.

Let L be a BL-algebra. In the same way as it was done at the beginning of this
section, an L-evaluation is a mapping from the set of all formulas to L assigning to
each propositional variable p an element of L and satisfying e(0) = 0, e(ϕ&ψ) =
e(ϕ) ∗ e(ψ), e(ϕ ⇒ ψ) = e(ϕ) → e(ψ). A formula ϕ is an L-tautology if e(ϕ) = 1
for each L-evaluation e. The logic BL is sound with respect to L-tautologies, i.e.,
whenever ϕ is provable in BL then ϕ is an L-tautology for each BL-algebra L.

Thanks to the prelinearity it was shown (see [17, Lemma 2.3.16]) that the
variety of BL-algebras is generated by BL-chains.

Theorem 2.2.2 (Subdirect Representation) Each BL-algebra is isomorphic
to a subdirect product of BL-chains.
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2.2.2 Structure of continuous t-norms

Among all continuous t-norms there are three t-norms which play an important
role in the characterization of continuous t-norms.

Gödel t-norm: x ∗ y = min{x, y},
Product t-norm: x ∗ y = xy (the usual product of reals),
 Lukasiewicz t-norm: x ∗ y = max{0, x+ y − 1}.

The following result was firstly presented in [36]. Let ∗ be a continuous t-norm.
An element x ∈ [0, 1] is said to be an idempotent if x∗x = x. It can be shown that
the set E of all idempotents of ∗ is closed subset of [0, 1]. Thus Io = [0, 1]− E is
an at most countable union of non-overlapping open intervals. Let I be the set
of closed intervals such that [a, b] ∈ I iff (a, b) ∈ Io. Further, let I ∈ I and ∗I be
the restriction of ∗ on I2. We say that ∗I is isomorphic to a t-norm ∗′ if there is
a bijection f : I → [0, 1] preserving the operation ∗I , i.e., for any a, b ∈ I we have
f(a ∗I b) = f(a) ∗′ f(b).

Theorem 2.2.3 Let ∗ be any continuous t-norm and the set I be as above.

1. For each I ∈ I, ∗I is isomorphic either to the product t-norm or  Lukasiewicz
t-norm.

2. If for x, y ∈ [0, 1] there is no I ∈ I such that x, y ∈ I, then x∗y = min{x, y}.

2.2.3 Some schematic extensions of BL

A logical calculus C is a schematic extension of BL if it results from BL by adding
some axiom schemata. Let C be a schematic extension of BL. Then BL-algebra
L is a C-algebra if all axioms of C are L-tautologies. For each of the three basic
t-norms there are corresponding schematic extensions of BL.

Definition 2.2.4 Gödel logic G is a schematic extension of BL by the axiom
schema ϕ⇒ (ϕ&ϕ).

The algebras of truth values for Gödel logic are called Gödel algebras. Such
algebras were firstly considered by Kurt Gödel in the proof that the intuitionistic
propositional calculus is not complete w.r.t. any finitely-valued semantics (cf.
[16]).

Definition 2.2.5 The product logic Π is a schematic extension of BL by the fol-
lowing axiom schemata:

(Π1) ¬¬χ⇒ ((ϕ&χ⇒ ψ&χ)⇒ (ϕ⇒ ψ)),
(Π2) ϕ ∧ ¬ϕ⇒ 0.
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The corresponding algebras of truth values are called product algebras. The prod-
uct logic was firstly axiomatized and studied by Esteva, Godo, Hájek in [12].

Definition 2.2.6  Lukasiewicz logic  L is a schematic extension of BL by the axiom
schema ¬¬ϕ⇒ ϕ.

The algebras of truth values are known under the names MV-algebras or Wajsberg
algebras.  Lukasiewicz logic was introduced by Jan  Lukasiewicz in [34]. A deep
investigation of MV-algebras can be found in [7].

2.2.4 Structure of BL-chains

Theorem 2.2.3 shows that each continuous t-norm can be composed up to an
isomorphism from the three basic t-norms. Similar representation can be proved
also for BL-chains. The results from this part of the text are taken from [18, 10].

An element u in a BL-algebra is called idempotent if u ∗ u = u.

Lemma 2.2.7 Let L = (L, ∗,→,∧,∨,0,1) be a BL-chain and u ≤ v be two idem-
potents of L. Then [u, v]L = ([u, v], ∗′,→′,∧,∨, u, v) is a BL-chain where ∗′ is the
restriction of ∗ to [u, v] and for all x, y ∈ [u, v],

x→′ y =

{
x→ y , if x > y ,

v , otherwise .

Note that if u = v then [u, u]L is the trivial one-element BL-algebra.
A pair (X,Y ) of subsets of L is called a cut in a BL-algebra L if the following

conditions are satisfied:

1. X ∪ Y = L,
2. x ≤ y, for all x ∈ X and y ∈ Y ,
3. Y is closed under ∗,
4. x ∗ y = x, for all x ∈ X and y ∈ Y .

A BL-chain is called saturated if for each cut (X,Y ) there is an idempotent u such
that x ≤ u ≤ y for all x ∈ X and y ∈ Y .

Theorem 2.2.8 ([18, Theorem 3]) Each BL-chain L can be isomorphically em-
bedded into a saturated BL-chain L. Moreover, L is dense1 in L.

The structure of a saturated BL-chain can be described in terms of so-called
ordinal sum which is a way how to connect several BL-chains in order to obtain a
new one. The construction for BL-chains comes from [18, Definition 4].

1In the sense that for any two elements u < u′ in L−L there is an x ∈ L such that u < x < u′.
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Definition 2.2.9 (Ordinal sum) Let (I,≤) be a chain with a least element 0
and a greatest element 1. For each α ∈ I, let α+ be the successor of α, if it exists,
otherwise α+ = α. Let {Lα | α ∈ I} be an indexed family of BL-chains such that
Lα has the least element α, the greatest α+, and non-extremal elements do not
belong to Lβ for β 6= α. The ordinal sum

⊕
α∈I Lα is defined as follows:

1. the universe is
⋃

α∈I Lα,
2. for x ∈ Lα, y ∈ Lβ, we put x ≤ y iff α < β or [α = β and x ≤α y],
3. x ∗ y = x ∗α y for x, y ∈ Lα,
4. x ∗ y = min{x, y} for x ∈ Lα, y ∈ Lβ , and α 6= β,

5. x→ y =


1, if x ≤ y,
x→α y, if x > y and x, y ∈ Lα,

y, if x ∈ Lα, y ∈ Lβ, α 6= β, and x > y.

Lemma 2.2.10 The ordinal sum L =
⊕

α∈I Lα is a BL-chain. Moreover, for
each α ∈ I, Lα = [α, α+]L.

Now, we are going to present a representation theorem for saturated BL-chains
as it was given in [10]. There is also another very important representation for
BL-chains in terms of hoops (for details, see [1]) but it goes behind the scope of
this text.

Let L be a saturated BL-chain and E ⊆ L be the set of all its idempotents.
The following was shown in [10, Lemma 3.5]: 1. for any c ∈ E there is a maximal
closed interval [a, b] ⊆ E such that c ∈ [a, b]; 2. for any c 6∈ E there exists a closed
interval [a, b] such that c ∈ [a, b] and [a, b] ∩E = {a, b}. Let I(E) = {[a, b] | a, b ∈
E, a < b, (a, b) ∩ E = ∅}, G(E) be the set of maximal proper (non-singletons)
intervals of idempotents, and Eis = E − (I(E) ∪ G(E)).

Theorem 2.2.11 ([10, Theorem 3.6]) Let L be a saturated BL-chain. Then

1. For each [a, b] ∈ I(E), the BL-algebra [a, b]L is either an MV-algebra or a
product algebra.

2. If x, y ∈ L are such that there is no interval I ∈ I(E) with x, y ∈ I, then
x ∗ y = min{x, y}. In particular, for each [a, b] ∈ G(E), [a, b]L is a Gödel
algebra.

3. Let (I,≤) be the totally ordered set defined by

I = {a ∈ L | a ∈ Eis or ∃b ∈ L such that [a, b] ∈ I(E) ∪ G(E)} ,
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and ≤ is induced by the order of L. For each a ∈ I, let La be either [a, a]L
if a ∈ Eis or [a, b]L if the corresponding interval [a, b] ∈ I(E) ∪ G(E). Then

L =
⊕
a∈I

La .

2.2.5 Completeness theorems

In [17, Theorem 2.3.22] Hájek proved that any schematic extension C of BL is
complete w.r.t. the class of all C-algebras. Further, thanks to Theorem 2.2.2
he showed that BL is complete w.r.t. the class of all totally ordered C-algebras
(C-chains).

Theorem 2.2.12 (Completeness) Let C be a schematic extension of BL and ϕ
be a formula. Then the following are equivalent:

1. C ` ϕ.

2. ϕ is an L-tautology for each C-algebra L.

3. ϕ is an L-tautology for each C-chain L.

In particular, the completeness theorem can be applied to Gödel logic G,  Lukasie-
wicz logic  L, and the product logic Π.

Let T be a theory over C. An L-model e of T is an evaluation e such that
e(ψ) = 1 for all ψ ∈ T . The following theorem comes from [17, Theorem 2.4.3].

Theorem 2.2.13 (Strong completeness) Let T be a theory over C and ϕ be a
formula. Then the following are equivalent:

1. T ` ϕ.

2. e(ϕ) = 1 for each C-algebra L and each L-model e of theory T .

3. e(ϕ) = 1 for each C-chain L and each L-model e of theory T .

It was mentioned at the beginning of Section 2.2 that BL should be a logic
of continuous t-norms, i.e., the intended algebras of truth values are standard
BL-chains [0, 1]∗. It was recently proved (see [10, Theorem 5.2]) that BL is really
a logic of the standard BL-chains.

Theorem 2.2.14 (Standard completeness) Let ϕ be a formula. Then BL `
ϕ iff ϕ is a 1-tautology in all standard BL-chains.
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The analogous results hold also for Gödel logic G,  Lukasiewicz logic  L, and
the product logic Π. Let [0, 1]G, [0, 1]L, and [0, 1]Π denote the standard BL-chains
where the monoid operation is Gödel,  Lukasiewicz, and the product t-norm re-
spectively.

Theorem 2.2.15 Let L be either G,  L, or Π, and ϕ be a formula. Then L ` ϕ
iff ϕ is a 1-tautology in [0, 1]L.

The fact that the latter theorem is valid for Gödel logic was proved by Dummett
in [9], for  Lukasiewicz logic it was proved by Chang in [6], and finally for the
product logic it was proved by Hájek in [17].

2.3 Monoidal t-norm based logic

In the case of BL the motivation algebra of truth values was a standard BL-chain
[0, 1]∗ = ([0, 1], ∗,→,≤, 0, 1) where ∗ was a continuous t-norm and → was the
corresponding residuum. However, for the existence of the residuum it is sufficient
for a t-norm to be only left-continuous2. Thus Esteva and Godo came with an
idea to axiomatize a logic of a left-continuous t-norms. In their paper [11] they
introduced so-called monoidal t-norm based logic (MTL for short) and proved that
MTL is complete w.r.t. the class of all MTL-chains (bounded integral residuated
chains). The fact that MTL is really a logic of left-continuous t-norms and their
residua was proved later by Jenei and Montagna in [28].

2.3.1 Syntax and semantics of MTL

Let ∗ be a left-continuous t-norm. Similarly as in the case of BL, the algebra
[0, 1]∗ = ([0, 1], ∗,→,≤, 0, 1) forms again a bounded integral residuated chain.
However, [0, 1]∗ need not be divisible. Consequently, the meet a ∧ b cannot be in
general expressed as a∗(a→ b) and we have only one inequality a∗(a→ b) ≤ a∧b.
Thus the language of MTL contains one more connective than the language of BL.
More precisely, it consists of a countable set of propositional variables, a conjunc-
tion &, an implication ⇒, the truth constant 0, and the minimum conjunction ∧.
Derived connectives are defined as follows:

2A t-norm ∗ is said to be left-continuous if whenever 〈xn〉n∈N and 〈yn〉n∈N are increasing
sequences of reals in [0, 1] such that sup{xn | n ∈ N} = x and sup{yn | n ∈ N} = y, then
sup{xn ∗ yn | n ∈ N} = x ∗ y.
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ϕ ∨ ψ is ((ϕ⇒ ψ)⇒ ψ) ∧ ((ψ ⇒ ϕ)⇒ ϕ) ,
¬ϕ is ϕ⇒ 0̄ ,

ϕ ≡ ψ is (ϕ⇒ ψ)&(ψ ⇒ ϕ) ,
1 is ¬0 .

In [11], the authors introduced a Hilbert style calculus for MTL with an axioma-
tization similar to BL. They introduced new axioms for the minimum conjunction
∧ (i.e., the axioms (B4) and (B5)) and changed the axiom (A4) to a weaker form
(B6). The following are the axioms of MTL:

(B1) (ϕ⇒ ψ)⇒ ((ψ ⇒ χ)⇒ (ϕ⇒ χ)) ,
(B2) ϕ&ψ ⇒ ϕ ,
(B3) ϕ&ψ ⇒ ψ&ϕ ,
(B4) (ϕ ∧ ψ)⇒ ϕ ,
(B5) (ϕ ∧ ψ)⇒ (ψ ∧ ϕ) ,
(B6) (ϕ&(ϕ⇒ ψ))⇒ (ϕ ∧ ψ) ,
(B7a) (ϕ⇒ (ψ ⇒ χ))⇒ (ϕ&ψ ⇒ χ) ,
(B7b) (ϕ&ψ ⇒ χ)⇒ (ϕ⇒ (ψ ⇒ χ)) ,
(B8) ((ϕ⇒ ψ)⇒ χ)⇒ (((ψ ⇒ ϕ)⇒ χ)⇒ χ) ,
(B9) 0̄⇒ ϕ .

The deduction rule of MTL is modus ponens.
Algebras of truth values for MTL are so-called MTL-algebras and they form a

subvariety of integral residuated lattices.

Definition 2.3.1 An MTL-algebra is a structure (L, ∗,→,∧,∨,0,1) where the
following conditions are satisfied:

1. (L, ∗,→,∧,∨,1) is an integral residuated lattice,

2. (L,∧,∨,0,1) is a bounded lattice,

3. (x→ y) ∨ (y → x) = 1 for all x, y ∈ L.

A totally ordered MTL-algebra is called an MTL-chain. An MTL-chain whose
underlying set is the real interval [0, 1] is referred to as a standard MTL-chain.

Let L be an MTL-algebra. The notions of L-evaluation and L-tautology are
defined in the analogous way as it was done in the section on BL. Then it can
be easily checked that MTL is sound with respect to L-tautologies, i.e., if ϕ is a
provable formula in MTL then ϕ is an L-tautology in each MTL-algebra L.

Similarly as in the case of BL, thanks to the prelinearity it was shown (see
[11]) that the variety of MTL-algebras is generated by MTL-chains.
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Theorem 2.3.2 (Subdirect Representation) Each MTL-algebra is isomorphic
to a subdirect product of MTL-chains.

2.3.2 Structure of left-continuous t-norms

Although the structure of continuous t-norms is completely characterized, there
are not many results on the structure of left-continuous t-norms. So far mainly
construction methods were published (see e.g. [29, 31]). We present here the most
related results to this text.

Definition 2.3.3 Let (S,≤) be a complete ordered set. Let D be a dense subset
of S2, and let f(x, y) be a non-decreasing function from D2 into S. Then function
f̂ from S2 into S defined for every x, y ∈ S by f̂(x, y) = sup{f(d, e) | d, e ∈ D, d ≤
x, e ≤ y} is said to be the completion of f .

A left-continuous t-norm ∗ is said to be cancellative if for any x, y, z ∈ [0, 1], z 6= 0,
x ∗ z = y ∗ z implies x = y. In [30] the authors showed that each left-continuous
t-norm can be obtained as the completion of a continuous function on a dense
subset of [0, 1]2. Moreover, they proved that every cancellative left-continuous
t-norm is the completion of a continuous t-norm on Q∩[0, 1]. Further, they proved
that the set of discontinuity points of a left-continuous t-norm is a first-category
set and its measure is zero.

Construction method 2.3.4 Let M = (M, ∗,≤,1) be a countable, commuta-
tive, totally ordered, integral monoid. The following method, how to construct
a left-continuous t-norm from M, was presented by Jenei and Montagna in [29].
Without any loss of generality we can suppose that M is bounded. If not then we
can extend M by a new bottom element 0 and define 0 ∗x = 0 for all x ∈M . Let
us define a new universe as follows:

M ′ = {〈a, q〉 | a ∈M, q ∈ Q ∩ (0, 1]} ∪ {〈0, 1〉} ,

the order ≤′ is lexicographic and the monoid operation is defined as follows:

〈a, q〉 ∗′ 〈b, r〉 =

{
〈a ∗ b, 1〉 , if a ∗ b < min{a, b} ,
min{〈a, q〉, 〈b, r〉} , otherwise.

Then M′ = (M ′, ∗′,≤′, 〈1, 1〉) is a bounded, countable, commutative, totally or-
dered, integral monoid. The universe M ′ is dense, i.e., for any x, y ∈ M ′ such
that x < y there is z ∈ M ′ such that x < z < y. The monoid M can be embed-
ded into M′ by an embedding a 7→ 〈a, 1〉. As M′ is countable and dense, there
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exists an order-isomorphism φ from M ′ to Q ∩ [0, 1]. Thus M′ is isomorphic to
(Q∩ [0, 1], ◦,≤, 1), where x ◦ y = φ(φ−1(x) ∗′ φ−1(y)). Then the completion of ◦ is
a left-continuous t-norm.

Finally, we present here two construction methods of left-continuous t-norms
again from [29] which will be useful for us later.

Construction method 2.3.5 Let Zi = (Z−,⊕i,≤, 0), i = 1, . . . , n be a finite
family of integral o-monoids with the usual order of Z−, R = (R−,⊕r,≤, 0) be a
commutative `-monoid with the usual order of R−, without zero divisors (i.e., for
all x, y < 0, x⊕r y < 0), and ⊕r be a left-continuous operation3. Then the lexico-
graphic product M = (

∏n
i=1 Zi) ×R is an integral o-monoid (M,⊕,≤, 0), where

0 = 〈0, . . . , 0〉. Let ā = 〈a1, . . . , an+1〉 ∈ M and let us define b̄ = 〈b1, . . . , bn+1〉,
where bk = −1 +

∑k
i=1 ai. Then M can be mapped onto (0, 1] by a mapping φ as

follows:

φ(ā) =
n+1∑
i=1

2bi .

Clearly, φ is a order-isomorphism between M and (0, 1]. Hence M is isomorphic to
an integral commutative `-monoid ((0, 1], ∗,≤, 1), where a∗b = φ(φ−1(a)⊕φ−1(b)).
If we extend ∗ to [0, 1] by setting 0 ∗ x = 0, we obtain a left-continuous t-norm.
We will use a shorter notation 〈ā, r〉 for an element of M where ā ∈

∏n
i=1 Zi and

r ∈ R−. The left-continuity of ∗ follows from the fact that if limk→∞〈āk, rk〉 =
〈ā, r〉 then limk→∞ rk = r and āk = ā for almost all k ∈ N since

∏n
i=1 Zi is i.w.o.

The second method is similar to the previous one and can be obtained by a
limit procedure.

Construction method 2.3.6 Let Zi = (Z−,⊕i,≤, 0), i ∈ N − {0} be an in-
dexed family of integral o-monoids with the usual order of Z−. Then again the
lexicographic product M =

∏
i∈N Zi forms an integral o-monoid (M,⊕,≤, 0). To

each sequence 〈ai〉∞i=1 ∈M let us again assign a cumulative sum 〈bi〉∞i=1 such that
bk = −1 +

∑k
i=1 ai. Obviously, 〈bi〉∞i=1 is a non-increasing sequence of integers.

Then we can map M onto (0, 1] by a mapping φ as follows:

φ(〈ai〉∞i=1) =
∞∑
i=1

2bi .

The mapping φ is an order-isomorphism between M and (0, 1]. Thus we can get
a t-norm ∗ from ⊕ in the same way as before. Moreover, it can be shown that ∗
is left-continuous.

3In the same sense as the left-continuity of a t-norm.
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2.3.3 Some schematic extensions of MTL

In Section 2.2.3 we presented three schematic extensions of BL; Gödel,  Lukasiewicz,
and the product logic. It is a natural question what happens if we extend MTL
by the same axiom schemata.

Definition 2.3.7 Involutive monoidal t-norm based logic IMTL is a schematic
extension of MTL by the axiom schema ¬¬ϕ⇒ ϕ.

This logic was already investigated in the original paper on MTL [11], where the
authors proved that IMTL is a strictly weaker logic than  Lukasiewicz logic.

The schematic extension of MTL by ϕ⇒ (ϕ&ϕ) was studied by Hájek in [19],
where it was shown that such extension already collapses into Gödel logic. In the
same paper Hájek also introduced the third possible schematic extension of MTL.

Definition 2.3.8 Product monoidal t-norm based logic ΠMTL is a schematic ex-
tension of MTL by the following axiom schemata:

(Π1) ¬¬χ⇒ ((ϕ&χ⇒ ψ&χ)⇒ (ϕ⇒ ψ)),
(Π2) ϕ ∧ ¬ϕ⇒ 0.

It was shown (see [19, Theorem 2]) that ΠMTL is a strictly weaker logic than the
product logic. The algebras of truth values for ΠMTL are so-called ΠMTL-algebras.
Since this thesis is focused on ΠMTL, we will investigate ΠMTL-algebras in more
detail at the beginning of Chapter 3 and in Chapter 4.

2.3.4 Completeness theorems

In [11, Theorem 2] Esteva and Godo proved that any schematic extension C of
MTL is complete w.r.t. the class of all C-algebras and thanks to Theorem 2.3.2 to
the class of all C-chains as well.

Theorem 2.3.9 (Completeness) Let C be a schematic extension of MTL and
ϕ be a formula. Then the following are equivalent:

1. C ` ϕ.

2. ϕ is an L-tautology for each C-algebra L.

3. ϕ is an L-tautology for each C-chain L.

In particular, the completeness theorem can be applied to IMTL and ΠMTL.
Further, we have also completeness for theories.
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Theorem 2.3.10 (Strong completeness) Let T be a theory over C and ϕ be a
formula. Then the following are equivalent:

1. T ` ϕ.

2. e(ϕ) = 1 for each C-algebra L and each L-model e of theory T .

3. e(ϕ) = 1 for each C-chain L and each L-model e of theory T .

Recently, Jenei and Montagna proved that MTL is really logic of a left-contin-
uous t-norms and their residua (for details, see [28]). The analogous result also
holds for IMTL as it was shown by Esteva, Gispert, Godo, and Montagna in [13].

Theorem 2.3.11 (Standard completeness) Let L be either MTL or IMTL,
and ϕ be a formula. Then L ` ϕ iff ϕ is a 1-tautology in all standard L-chains.

The author of [13] also tried to prove that ΠMTL is complete w.r.t. standard
ΠMTL-chains. They showed that ΠMTL is complete w.r.t. ΠMTL-chains whose
underlying set is Q ∩ [0, 1]. However, they did not succeeded in extending of this
result to the whole real unit interval and left this question as an open problem
(see [13, Page 12]). A positive answer was given by us in [22] and a detailed proof
of the following theorem is presented in Chapter 3.

Theorem 2.3.12 Let ϕ be a formula. Then ΠMTL ` ϕ iff ϕ is a 1-tautology in
all standard ΠMTL-chains.



Chapter 3

Standard Completeness
Theorem for ΠMTL

The main aim of this chapter is to present a solution to the open problem men-
tioned at the end of the previous chapter and prove Theorem 2.3.12. Thus
we will show here that ΠMTL is complete with respect to the class of stan-
dard ΠMTL-chains. Moreover, we will show that it is sufficient to consider only
ΠMTL-chains with finitely many Archimedean classes.

Note that one direction of this statement (if ΠMTL ` ϕ then ϕ is a 1-tautology
in all standard ΠMTL-chains) already follows from Theorem 2.3.9. The second
is difficult and we will prove it in Section 3.3. However, we have to firstly collect
several results on ΠMTL-algebras which we will need in the sequel. The results
in this chapter come from our paper [22].

3.1 ΠMTL-algebras and filters

Definition 3.1.1 A ΠMTL-algebra L = (L, ∗,→,∧,∨,0,1) is an MTL-algebra
satisfying the following identities:

1. ¬¬z → [(x ∗ z → y ∗ z)→ (x→ y)] = 1 ,

2. x ∧ ¬x = 0 ,

where ¬x = x→ 0. A totally ordered ΠMTL-algebra is called a ΠMTL-chain.

In order to study the structure of ΠMTL-algebras, we have to work with
congruences. By Theorem 2.1.3 the congruence lattice of a residuated lattice is
isomorphic to the collection of all convex subalgebras. In our case we follow the
terminology of [11] and use the notion of a filter instead of the convex subalgebra

21
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since the bottom element 0 is in the signature of a ΠMTL-algebra and a filter
need not be a subalgebra.

Definition 3.1.2 Let L = (L, ∗,→,≤,0,1) be a ΠMTL-algebra. A filter F in L
is a subset of L satisfying:

1. if x, y ∈ F , then x ∗ y ∈ F ,

2. if x ∈ F , x ≤ y, then y ∈ F .

Throughout the paper the collection of the filters of a ΠMTL-algebra L will be
denoted by F . By applying Theorem 2.1.3 we get that Con L is isomorphic to F .
Moreover, it gives us the following lemma.

Lemma 3.1.3 For any filter F in a ΠMTL-algebra L, let us define the following
equivalence relation in L:

x ∼F y iff x→ y ∈ F and y → x ∈ F .

Then ∼F is a congruence and the quotient L/F is a ΠMTL-algebra.

We will denote the equivalence class containing an element x ∈ L with respect to
a filter F by [x]F = {a ∈ L | a ∼F x}. Clearly, [1]F = F . Observe also that if
L is a ΠMTL-chain then only one of the implications in the definition of ∼F is
important because for all x, y either x ≤ y or y ≤ x, thus either x → y = 1 or
y → x = 1.

As it will be seen later on, the filters in ΠMTL-chains are also related to
so-called Archimedean classes (see [14]).

Definition 3.1.4 Let L be a ΠMTL-chain, a, b be elements of L, and ∼ be an
equivalence on L defined as follows:

a ∼ b iff there exists an n ∈ N such that an ≤ b ≤ a or bn ≤ a ≤ b.

Then for any a ∈ L the equivalence class [a]∼ is called an Archimedean class.

Archimedean classes correspond to the subsets of L where the elements behave
like in an Archimedean `-monoid, i.e., for any pair of elements x, y ∈ [a]∼, such
that x ≤ y, there is an n ∈ N such that yn ≤ x.
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3.2 ΠMTL-chains

In this section we list several basic statements about general ΠMTL-chains which
will be useful in the sequel. In [19, Lemma 4] Hájek proved the following result.

Lemma 3.2.1 An MTL-chain L is a ΠMTL-chain if and only if for any x, y, z ∈
L, z 6= 0, we have x ∗ z = y ∗ z implies x = y.

Observe that by Lemma 3.2.1 we obtain for a, b, c ∈ L, c 6= 0, that a < b implies
a ∗ c < b ∗ c, in particular a2 < a and a ∗ b < a for b < 1. Moreover, we get
a ∗ c → b ∗ c = a → b for c 6= 0. Indeed, a → b ≤ a ∗ c → b ∗ c holds in any
residuated lattice (see Proposition 2.1.2(2)). Since a ∗ c ∗ (a ∗ c→ b ∗ c) ≤ b ∗ c, we
get a ∗ (a ∗ c→ b ∗ c) ≤ b by Lemma 3.2.1. Thus a ∗ c→ b ∗ c ≤ a→ b.

Moreover, due to Lemma 3.2.1 it can be shown that there is a connection
between cancellative residuated chains and ΠMTL-chains.

Lemma 3.2.2 Let L = (L, ∗,→,≤,0,1) be a ΠMTL-chain and L0 = L − {0}.
Then the subreduct L0 = (L0, ∗,→,≤,1) is an integral cancellative residuated
chain.

proof: By Lemma 3.2.1 we get x ∗ y > 0 for any x, y ∈ L0. Since x→ y ≥ 1→
y = y, we get x→ y ∈ L0 for any x, y ∈ L0. Thus L0 is really subuniverse of the
reduct (L, ∗,→,≤,1). Moreover, x∗ z = y ∗ z implies x = y for any x, y, z ∈ L0 by
Lemma 3.2.1. Since 1 is the top element, L0 is an integral cancellative residuated
chain. 2

Also the other direction is possible. If we have an integral cancellative resid-
uated chain L = (L, ∗,→,≤,1), we can extend it to a ΠMTL-chain by adding a
bottom element 0. Let L′ = L ∪ {0} be the new universe. The order ≤′ is an
extension of ≤ in such a way that 0 < x for all x ∈ L. The operations are defined
as follows:

x ∗′ y =

{
x ∗ y x, y ∈ L ,
0 x = 0 or y = 0 ,

x→′ y =


x→ y x, y ∈ L ,
1 x = 0 ,
0 y = 0 and x > 0 .

Lemma 3.2.3 Let L = (L, ∗,→,≤,1) be an integral cancellative residuated chain.
Then the structure L′ = (L′, ∗′,→′,≤′,0,1) is a ΠMTL-chain.
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proof: It can be easily checked that L′ is an integral bounded residuated chain.
Since L is cancellative, we get by Lemma 3.2.1 that L′ is a ΠMTL-chain. 2

As it was shown in Lemmata 3.2.2 and 3.2.3, there is a tight connection be-
tween integral cancellative residuated chains and ΠMTL-chains. Thus the results
presented in the subsequent sections are also applicable to the integral cancellative
residuated chains if we omit everywhere the bottom element 0.

Lemma 3.2.4 Let L be a ΠMTL-chain. Then any union of filters of L is again
a filter.

proof: Let {Fi | i ∈ I} be an indexed family of filters of L. We will show that
F =

⋃
i∈I Fi is a filter. Suppose that a, b ∈ F . Then a belongs to Fi for some

i ∈ I and b ∈ Fj for some j ∈ I. Since the set of all filters of L is linearly ordered,
either Fi ⊆ Fj or Fj ⊆ Fi. Without any loss of generality suppose that Fi ⊆ Fj .
As a ∗ b belongs to Fj , a ∗ b ∈ F .

Now, suppose that a ∈ F and b ≥ a. Since a ∈ Fi for some i ∈ I, we get
b ∈ Fi. Thus b belongs to F . 2

The next trivial result characterizes the principal filters, i.e., the filters gener-
ated by a single element. A principal filter F generated by b is denoted by F b.
The set of all principal filters of a ΠMTL-chain will be denoted by P.

Lemma 3.2.5 Let L be a ΠMTL-chain and b ∈ L. Then the principal filter
generated by b is of the form:

F b = {z ∈ L | (∃n ∈ N)(bn ≤ z)} .

Observe, that each filter F is a union of principal filters since F =
⋃

b∈F F
b.

Moreover, if Con L is finite (i.e., L has only finite number of filters) then all
filters are principal. Indeed, as the collection of all filters forms a chain, we get
F =

⋃
b∈F F

b = F c for some c ∈ F .
Let F b be a principal filter. Then by Lemma 3.2.4 the union of all filters not

containing b is a filter. Clearly, it is the largest filter not containing b. Thus we
obtain the following lemma.

Lemma 3.2.6 Each principal filter generated by b has a predecessor.

Following the notation from o-groups we will denote the predecessor of F b by Fb.
Further, we list several easy results about Archimedean classes.
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Lemma 3.2.7 Let L is a ΠMTL-chain and b ∈ L. Then the Archimedean classes
of L, [a]∼, a ∈ L, have the following properties:

1. [a]∼ is closed under ∗.

2. [a]∼ is a left-open interval for a 6= 0,1.

3. [a ∗ b]∼ = [a ∧ b]∼.

proof:

1. Suppose that x, y ∈ [a]∼ and x ≤ y. Then x2 ≤ x ∗ y ≤ x, thus x ∗ y belongs
to [a]∼.

2. The left-openness follows from the fact that x ∈ [a]∼ implies x2 ∈ [a]∼ and
x2 < x from cancellativity. Finally, we have to show that there is no gap in
[a]∼. Suppose that x, y ∈ [a]∼, z ∈ L, and x < z < y. Then there is an n
such that yn ≤ x < z < y. Thus z ∈ [a]∼.

3. Without any loss of generality suppose that a ≤ b. Then a2 ≤ a ∗ b ≤ a.
Thus a ∗ b ∈ [a]∼ = [a ∧ b]∼.

2

Note that if L is a non-trivial ΠMTL-chain then there are always at least
two Archimedean classes, {0} and {1}, and L/∼ is totally ordered because of
Lemma 3.2.7(2), i.e., [a]∼ < [b]∼ iff a 6∈ [b]∼ and a < b.

As we mentioned in the previous section, the Archimedean classes are related
to the filters. This connection is described by the next proposition.

Proposition 3.2.8 Let (C,≤) be the chain of all Archimedean classes of a
ΠMTL-chain L. Then the dual chain C∂ of C is isomorphic to the chain of all
pricipal filters P. Let C ∈ C. The order-isomorphism φ : C → P is defined as
follows:

φ(C) = F b , for some b ∈ C .

proof: Firstly, we have to show that the definition of φ is independent of the
choice of b. We prove that F b = F c for b, c ∈ C. Let x ∈ F b. By Lemma 3.2.5
we have n ∈ N such that bn ≤ x. As b, c belong to the same Archimedean class,
there exists m ∈ N such that cm ≤ bn. Thus cm ≤ x and x ∈ F c. Consequently,
F b ⊆ F c. The case F c ⊆ F b is completely analogous.

Secondly, we prove the φ is order-preserving and injective. Let C1, C2 ∈ C such
that C1 < C2. Further, let b ∈ C1 and c ∈ C2. Since b < c, we get F b ⊇ F c.
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Moreover, we show that F b 6= F c. Suppose that F b = F c. Then b ∈ F c and it
follows that there is n ∈ N such that cn ≤ b. Thus b and c must belong to the
same Archimedean class contradicting the fact that C1 < C2.

Finally, we show that φ is onto. Let F b ∈ P. By Lemma 3.2.6, F b has a pre-
decessor Fb. Now, we show that C = F b − Fb is an Archimedean class such that
φ(C) = F b. Clearly, b belongs to C because b generates F b. Thus it is sufficient
to show that C is an Archimedean class. Let x, y ∈ C such that x ≤ y. Assume
that x ≤ yn for all n ∈ N. Then F y does not contain x but F y ) Fb contradicting
the fact that Fb is a predecessor of F b. 2

From the last paragraph of the proof of Proposition 3.2.8, it follows that the
inverse of isomorphism between C and P is φ−1(F b) = F b − Fb where Fb is the
predecessor of F b.

As a corollary of the previous proposition, we obtain the following statement.

Corollary 3.2.9 A ΠMTL-chain L has a finite number of Archimedean classes
if and only if Con L is finite.

proof: Let F be the collection of all filters in L. If L has finite number of
Archimedean classes then the chain of all principal filters P is finite by Proposi-
tion 3.2.8. Since each filter F =

⋃
b∈F F

b, we get F = P. Thus Con L is finite. On
the other hand, if Con L is finite then all filters are principal and Proposition 3.2.8
finishes the proof. 2

We finish this section with several examples of ΠMTL-chains. One of the sim-
plest examples is the standard product algebra [0, 1]Π. It has three Archimedean
classes: the singletons {0}, {1}, and the open interval (0, 1). Now we present an
example of a ΠMTL-chain with four Archimedean classes. Such ΠMTL-chain was
firstly considered by Hájek in [19] and it is based on the construction method 2.3.5.

Example 3.2.10 Let L = Z− × R−. The order on L will be lexicographic, i.e.,
〈k, r〉 ≤ 〈m, s〉 iff k < m or k = m and r ≤ s. The operations are defined as
follows:

〈k, r〉 ∗ 〈m, s〉 = 〈k +m, r + s〉 ,

〈k, r〉 → 〈m, s〉 =

{
〈0, 0〉 if 〈k, r〉 ≤ 〈m, s〉 ,
〈m− k,min{0, s− r}〉 if 〈k, r〉 > 〈m, s〉 .

It can be shown that L = (L, ∗,→,≤, 〈0, 0〉) is an integral cancellative residuated
chain. By Lemma 3.2.3, L can be extended to a ΠMTL-chain by adding a bottom
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Figure 3.1: A left-continuous cancellative t-norm corresponding to the monoid
operation of the ΠMTL-chain from Example 3.2.10.

element. Moreover, the extension of L possesses four Archimedean classes: again
the singletons with top and bottom element, {〈0, x〉 ∈ L | x < 0} since 〈−1, 0〉 <
〈0, x〉n for all n ∈ N, and {〈y, x〉 ∈ L | y < 0}.

If we map the ΠMTL-chain from the previous example onto the real interval [0, 1]
as it is described in the construction method 2.3.5, we get a left-continuous t-norm
which is depicted in Figure 3.1.

It is clear that if we take a cancellative left-continuous t-norm and the corre-
sponding residuum, we obtain a ΠMTL-chain. Other examples of left-continuous
cancellative t-norms are presented in Figure 3.2.
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Figure 3.2: Examples of cancellative left-continuous t-norms.
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3.3 Proof of Standard Completeness Theorem

Now we are going to prove Standard Completeness Theorem for ΠMTL. The
proof has several steps. We will start with a formula ϕ which is not valid in a
ΠMTL-chain L. Then we construct a new ΠMTL-chain S such that ϕ is not valid
in S, too, and S has a more transparent structure. The next step is to extend S
to a continuum. Finally, we will show that this extension of S is order-isomorphic
to [0, 1].

We know from Theorem 2.3.9 that whenever ΠMTL 6` ϕ then there exists a
ΠMTL-chain L = (L, ∗L,→L,≤,0,1) and an L-evaluation eL such that eL(ϕ) < 1.
Let us denote the set of all subformulas of ϕ by B. Since B is finite, we can assume
that B = {ψ1, . . . , ψn}. Then let us define the following set:

G = {ai ∈ L | ai = eL(ψi), ψi ∈ B, 1 ≤ i ≤ n} . (3.1)

Let S be a submonoid of L generated by G, i.e. S = (S, ∗,≤,0,1), where

S = {ak1
1 ∗L · · · ∗L a

kn
n | ai ∈ G, ki ∈ N, 1 ≤ i ≤ n} ∪ {0,1} ,

and ∗ denotes the restriction of ∗L to S.

Lemma 3.3.1 Let C = (C, ∗,≤,1) be an integral o-monoid and K be a finitely
generated submonoid of C. Then K is i.w.o.

proof: The proof of this lemma is based on Dickson’s lemma stating that each
subset of (N,≤)n has only finitely many minimal elements (the proof of Dickson’s
lemma in a little bit different form can be found in [8]). Let g1, . . . , gn be the
generators of K and M be a subset of K. To each element gk1

1 ∗ · · · ∗ gkn
n ∈M we

can assign an n-tuple (k1, . . . , kn) ∈ Nn. Thus there is a subset H ⊆ Nn such that
(k1, . . . , kn) ∈ H implies gk1

1 ∗· · ·∗gkn
n ∈M . Moreover, if (k1, . . . , kn) ≤ (t1, . . . , tn),

we obtain gk1
1 ∗· · ·∗gkn

n ≥ g
t1
1 ∗· · ·∗gtn

n since ∗ is order-preserving. Since H has only
finitely many minimal elements, one of them must correspond to the maximum of
M . 2

Due to Lemma 3.3.1, S is i.w.o. and we can introduce a residuum on S as
follows:

a→ b = max{z ∈ S | a ∗ z ≤ b} .

Theorem 3.3.2 The enriched submonoid S = (S, ∗,→,≤,0,1) is a
ΠMTL-chain and there exists an S-evaluation eS such that eS(ϕ) = eL(ϕ).
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proof: Firstly, we know that S is an integral o-monoid and S − {0} forms a
cancellative submonoid. Since S is a chain, the prelinearity axiom is obviously
satisfied. Thus the only thing which we have to check is whether (∗,→) form a
residuated pair, i.e. a ∗ b ≤ c iff a ≤ b → c. But this easily follows from the
definition of →. Hence S is a ΠMTL-chain.

Secondly, let us define an evaluation eS(v) = eL(v) for each propositional vari-
able v appearing in ϕ and eS(v) arbitrary otherwise. Then we show by induction
on the complexity of ϕ that eS(ψi) = eL(ψi) for all subformulas ψi of ϕ, in partic-
ular eS(ϕ) = eL(ϕ). The first step is obvious by the definition of eS. Now suppose
that ψk = ψi&ψj . Then eS(ψk) = eS(ψi) ∗ eS(ψj) = eL(ψi) ∗ eL(ψj) = ai ∗L aj =
ak = eL(ψk) (similarly for ψk = ψi ∧ ψj). Finally, suppose that ψk = (ψi ⇒ ψj).
Then eS(ψk) = ai → aj = max{z ∈ S | ai∗z ≤ aj}. Let ak = ai →L aj (ak ∈ S be-
cause ψi ⇒ ψj is a subformula of ϕ). Then ai ∗ ak ≤ aj . Thus ak ≤ ai → aj . Now
suppose that there is an element z′ ∈ S such that z′ > ak and ai ∗ z′ ≤ aj . Since
z′ ∈ L, we get z′ ≤ ai →L aj = ak, a contradiction. Hence ai → aj = ak = eL(ψk).

2

Note that S need not be a subalgebra of L since S arises only from a submonoid
of L. However, the existence of the evaluation eS such that eS(ϕ) < 1 is sufficient
for us.

Since S is finitely generated using only ∗, there must be only finitely many
Archimedean classes in S by Lemma 3.2.7(3).

Lemma 3.3.3 There are only finitely many Archimedean classes in S.

Now we have the ΠMTL-chain S which countable and the evaluation eS such
that eS(ϕ) < 1. The next step is to build a new ΠMTL-chain S′ order-isomorphic
to [0, 1] in which S can be embedded. The new universe is defined as follows:

S′ = {〈s, r〉 | s ∈ S − {0}, r ∈ (0, 1]} ∪ {〈0, 1〉} .

This construction is the same as in [28], except for the fact that we use reals as
second components in the definition of S′ instead of rationals.

The order ≤′ on S′ is lexicographic, i.e., 〈s1, r1〉 ≤′ 〈s2, r2〉 iff s1 ≤ s2 or s1 = s2
and r1 ≤ r2. The operations are defined by the following formulas:

〈a, x〉 ∗′ 〈b, y〉 = 〈a ∗ b, xy〉 , (xy is the usual product of reals)

〈a, x〉 →′ 〈b, y〉 =

{
〈a→ b, 1〉 if a ∗ (a→ b) < b ,

〈a→ b,min{1, y/x}〉 otherwise .

It is easy to check that S′ = (S′, ∗′,→′,≤′, 〈0, 1〉, 〈1, 1〉) is a ΠMTL-chain.
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Finally, the mapping Ψ : S → S′ defined by Ψ(x) = 〈x, 1〉 is a ΠMTL-homo-
morphism since it satisfies the following equalities:

Ψ(x ∗ y) = 〈x ∗ y, 1〉 = 〈x, 1〉 ∗′ 〈y, 1〉 = Ψ(x) ∗′ Ψ(y) ,

and
Ψ(x→ y) = 〈x→ y, 1〉 = 〈x, 1〉 →′ 〈y, 1〉 = Ψ(x)→′ Ψ(y) .

Moreover, Ψ obviously preserves the order, i.e., x ≤ y implies Ψ(x) ≤′ Ψ(y).
The remaining step is to find an order-isomorphism Φ : S′ → [0, 1]. Since S is

countable and has a minimum and a maximum, there exists an order-preserving
mapping ν : S → Q ∩ [0, 1] such that ν(0) = 0 and ν(1) = 1. Moreover, as S is
i.w.o., for each a ∈ S − {0} there is a predecessor a− of a. Now let us define a
mapping Φ as follows:

Φ(0, 1) = 0 ,
Φ(a, x) = ν(a−) + (ν(a)− ν(a−))x .

Since ν is order-preserving and the elements of S′ are lexicographically ordered,
the following result can be easily seen.

Theorem 3.3.4 The mapping Φ is an order-isomorphism between S′ and the real
unit interval [0, 1].

Finally, we define the operations in [0, 1] as usual:

a� b = Φ(Φ−1(a) ∗′ Φ−1(b)) , a→� b = Φ(Φ−1(a)→′ Φ−1(b)) .

Then [0,1] = ([0, 1],�,→�,≤, 0, 1) is a ΠMTL-chain and [0,1] 6|= ϕ, i.e.,

Φ(Ψ(eS(ϕ))) < 1 .

Thus the proof of Standard Completeness Theorem (Theorem 2.3.12) is done.

Theorem 3.3.5 (Standard Completeness Theorem) A formula ϕ is prov-
able in ΠMTL if and only if ϕ is a 1-tautology in all standard ΠMTL-chains.

Since S has finitely many Archimedean classes by Lemma 3.3.3, we can a
little bit strengthen the latter theorem. By the construction of S′ the number of
Archimedean classes increases by 1.

Lemma 3.3.6 Let k be the number of Archimedean classes of S. Then the number
of Archimedean classes in S′ is k + 1.
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proof: Let C be an non-trivial (i.e., C 6= {0}, {1}) Archimedean class in S. Then
there is a corresponding Archimedean class in S′ described as follows:

C ′ = {〈a, x〉 ∈ S′ | a ∈ C} .

Thus S′ has at least k Archimedean classes. Finally, C ′k+1 = {〈1, r〉 ∈ S′ | r < 1}
is clearly an Archimedean class not corresponding to any Archimedean class in S.
Hence the proof is done. 2

Lemma 3.3.6 together with Corollary 3.2.9 gives us the following version of Stan-
dard Completeness Theorem.

Theorem 3.3.7 Let ϕ be a ΠMTL formula. Then the following are equivalent:

1. ΠMTL ` ϕ.

2. ϕ is a 1-tautology in all standard ΠMTL-chains with finitely many Archime-
dean classes.

3. ϕ is a 1-tautology in all standard ΠMTL-chains with finite congruence lattice.

3.4 Finite Strong Standard Completeness

In the previous section we proved that provable formulas are valid in [0, 1] and
vice versa. Nevertheless from the logical point of view, it is desirable to extend
Theorem 3.3.5 also to theories.

Theorem 3.4.1 (Finite Strong Standard Completeness) Let T be a finite
theory over ΠMTL and ϕ be a formula. Then the following are equivalent:

1. T ` ϕ.

2. e(ϕ) = 1 for each standard ΠMTL-chain L with finitely many Archimedean
classes and each L-model e of T .

3. e(ϕ) = 1 for each standard ΠMTL-chain L with finite Con L and each
L-model e of T .

proof: We will prove only the non-trivial direction. Suppose that T 6` ϕ. Then
Theorem 2.3.10 gives us a ΠMTL-chain L and an L-model e of T such that
e(ϕ) < 1. We will proceed similarly as in Section 3.3. Let us define the following
set:

M = {ψ | ψ is a subformula of τ, τ ∈ T ∪ {ϕ}} .
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Then we construct a submonoid S of L generated by the set:

G = {a ∈ L | a = e(ψ), ψ ∈M} .

Since S is finitely generated as in Section 3.3, S is i.w.o. by Lemma 3.3.1. We
can define a residuum and show that S is a ΠMTL-chain. Further, if we define
eS(v) = e(v) for each propositional variable v, we obtain an S-evaluation such that
eS(ψ) = e(ψ) for all ψ ∈M . This can be proved by a straightforward modification
of the proof of Theorem 3.3.2. Moreover, since eS(τ) = e(τ) = 1 for all τ ∈ T , eS
is an S-model of T .

Finally, S can be embedded into a ΠMTL-chain in [0, 1] with finitely many
Archimedean classes in the same way as in the proof of Theorem 3.3.5. Thus there
exists an embedding Φ : S → [0,1] such that Φ(eS(ϕ)) < 1 and Φ(eS(τ)) = 1 for
all τ ∈ T . 2

3.5 Generators of the variety of ΠMTL-algebras

Standard Completeness Theorem has also another important consequence. It
shows that the variety of ΠMTL-algebras is generated by the class of all standard
ΠMTL-chains.

Theorem 3.5.1 The class of standard ΠMTL-chains generates the variety of
ΠMTL-algebras.

proof: Let V be the variety of all ΠMTL-algebras and K be the class of all stan-
dard ΠMTL-chains. By well-known Birkhoff’s theorem V is an equational class,
i.e., V satisfies some set of identities. In order to show that K generates V, we have
to prove that each identity valid in K is valid also in V. Firstly, observe that an
identity σ = τ is valid in some ΠMTL-algebra L iff (σ → τ)∗(τ → σ) = 1 is valid in
L. Let σ = τ be an identity valid in K. Then the identity (σ → τ)∗(τ → σ) = 1 is
valid in K as well. By Theorem 3.3.5 we obtain that the formula (σ̂ ⇒ τ̂)&(τ̂ ⇒ σ̂)
is provable in ΠMTL (σ̂, τ̂ denote the corresponding translations of the terms σ, τ
into language of ΠMTL). Thus by Theorem 2.3.9 we get that (σ̂ ⇒ τ̂)&(τ̂ ⇒ σ̂)
is an L-tautology in any ΠMTL-algebra and σ = τ is valid in V. 2

We can again a little bit strengthen the latter theorem according to Theo-
rem 3.3.7.

Theorem 3.5.2 The class of standard ΠMTL-chains with finite congruence lat-
tice generates the variety of ΠMTL-algebras.



CHAPTER 3. STANDARD COMPLETENESS THEOREM FOR ΠMTL 34

Furthermore, in the proof of Standard Completeness Theorem we constructed
the ΠMTL-chain S and proved in fact that ΠMTL is complete w.r.t. those
ΠMTL-chains whose `-monoid reducts are finitely generated. The `-monoid reduct
of each such ΠMTL-chain is obviously a bounded integral o-monoid. Moreover,
we showed that it is i.w.o. by Lemma 3.3.1. Now we are going to study its order
type more closely.

Let S = (S, ∗,→,≤,0,1) be a ΠMTL-chain whose `-monoid reduct S′ =
(S, ∗,≤,0,1) is finitely generated. Then S has only finitely many Archimedean
classes by Lemma 3.3.3. Further, Con S is finite by Corollary 3.2.9. Thus all
filters of S are principal. Let

C = {C0 = {0}, C1, . . . , Cm, Cm+1 = {1}}

be the chain of all Archimedean classes of S. By Proposition 3.2.8 the dual chain
C∂ is isomorphic to the chain of all filters of S:

F = {F0 = S, F1, . . . , Fm, Fm+1 = {1}} .

Observe that Fi =
⋃

j≥iCj and for i < m+ 1 we have Ci = Fi −Fi+1 by Proposi-
tion 3.2.8. In particular, F1 =

⋃
j≥1Cj = S − {0}.

Let G be the finite set of generators of S′ and Gi = G∩Ci, i = 1, . . . ,m. Note
that Sg(Gi)− {0,1} ⊆ Ci.

Lemma 3.5.3 Let i ∈ {1, . . . ,m}. Then the submonoid Sg(Gi) of S′ is order-iso-
morphic to (ω + 1)∗.

proof: Clearly, Sg(Gi) is infinite since 〈gn〉n∈N is a strictly decreasing sequence
for any g ∈ Gi by cancellativity. Let Gi = {g1, . . . , gr}, x ∈ Sg(Gi), and x 6= 0.
Since all generators from Gi belong to the same Archimedean class, there must be
n ∈ N for each j = 1, . . . , r, such that we have gn

j ≤ x. Let k ∈ N be the minimal
natural number such that gk

j ≤ x for all j = 1, . . . , r. Then gk
1 ∗ · · · ∗ gk

r ≤ x. As
the set

{y ∈ Sg(Gi) | y ≥ gk
1 ∗ · · · ∗ gk

r }

is finite, we get that there are only finitely many elements above x. Thus we have
proved that the set of nonzero elements in Sg(Gi) is order-isomorphic to ω∗. If
we add the element 0, we obtain that Sg(Gi) is order-isomorphic to (ω + 1)∗. 2

Corollary 3.5.4 Let H ⊆ Sg(Gi) and H be infinite. Then for any x ∈ Sg(Gi),
x 6= 0, there is an element w ∈ H such that w ≤ x.
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Due to commutativity and associativity, each element x ∈ S can be expressed
in the form:

x = p1 ∗ p2 ∗ · · · ∗ pm , pi ∈ Sg(Gi) .

Thus we can assign to each element x a vector x̄ = (p1, . . . , pm) and find a function
h such that x = h(x̄) = p1 ∗ · · · ∗ pm. Note that 1 = h(1, . . . ,1) and 0 =
h(p1, . . . , pm), if pi = 0 for at least one i ∈ {1, . . . ,m}. The projection to the i-th
coordinate is denoted by πi. Observe that if pj > 0 for j = i, . . . ,m, then the
element represented by (1, . . . ,1, pi, . . . , pm) belongs to Fi, in addition, if pi < 1
then (1, . . . ,1, pi, . . . , pm) ∈ Ci. To each subset M ⊆ S there exists a set of vectors
M̄ such that h(M̄) = M and |M | ≤ |M̄ |.

Let us denote by Sg(G1, . . . , Gk) the universe of the submonoid of S generated
by

⋃
1≤j≤k Gj . Since S is i.w.o., each equivalence class [x]Fi has a maximum. It

is denoted by mFi
x .

Lemma 3.5.5 Let x ∈ S−{0} and 0 < i < m+1. Then mFi+1
x ∈ Sg(G1, . . . , Gi),

i.e., mFi+1
x = h(p1, . . . , pi,1, . . . ,1) for some pj ∈ Sg(Gj), j = 1, . . . , i.

proof: If i = m, then Sg(G1, . . . , Gm) = S and obviously m
Fm+1
x ∈ S. Assume

that i < m. If x ∈ Fi+1 then m
Fi+1
x = 1 and 1 ∈ Sg(G1, . . . , Gi). Finally, sup-

pose that x 6∈ Fi+1 and m
Fi+1
x = p1 ∗ p2 ∗ · · · ∗ pi ∗ z, z < 1, z ∈ Fi+1. Then

p1 ∗ p2 ∗ · · · ∗ pi → m
Fi+1
x = z. Thus p1 ∗ p2 ∗ · · · ∗ pi ∈ [x]Fi+1 , a contradiction with

the condition that mFi+1
x is maximal. 2

Lemma 3.5.6 Let x ∈ S − {0} and 0 < i < m+ 1. Then the set

M = [x]Fi ∩ Sg(G1, . . . , Gi−1)

is finite.

proof: If i = 1 then Sg(G1, . . . , Gi−1) = Sg(∅) = {0,1}. Since [x]F1 = [1]F1 =
F1, the intersection [x]Fi ∩ Sg(G1, . . . , Gi−1) = {1}.

Let i > 1. Note that the elements from M̄ are of the form (p1, . . . , pi−1,1, . . . ,1)
for some pj ∈ Sg(Gj), j = 1, . . . , i − 1. Suppose that M is infinite. Then M̄ is
also infinite and there exists a minimal k, k ≤ i − 1, such that πk(M̄) is infinite
and πj(M̄) is finite for all j < k. Thus there must be a subset H̄ ⊆ M̄ such that
πk(H̄) is infinite and πj(H̄) = {qj} for all j < k and some qj ∈ Sg(Gj).

Let us take an element pk ∈ πk(H̄) and pk < 1. Since πk(H̄) ⊆ Sg(Gk) is
infinite, there must be an element w ∈ πk(H̄) such that w ≤ p2

k by Corollary 3.5.4
and the fact that p2

k ∈ Sg(Gk).



CHAPTER 3. STANDARD COMPLETENESS THEOREM FOR ΠMTL 36

Now let us take two vectors ā, b̄ ∈ H̄ such that πk(ā) = pk and πk(b̄) = w. Then
h(ā) → h(b̄) = a → b ∈ Fi because a, b ∈ [x]Fi . Let us denote q = q1 ∗ · · · ∗ qk−1,
za = πk+1(ā) ∗ · · · ∗ πi−1(ā), and zb = πk+1(b̄) ∗ · · · ∗ πi−1(b̄). Then a → b =
q ∗ pk ∗ za → q ∗ w ∗ zb = pk ∗ za → w ∗ zb ≤ pk ∗ za → p2

k ∗ zb = za → pk ∗ zb.
Thus za → pk ∗ zb ∈ Fi. Since Fi ⊆ Fk+1 and za ∈ Fk+1, we get za ∗ (za →
pk ∗ zb) ∈ Fk+1. Thus pk ∗ zb ∈ Fk+1 because za ∗ (za → pk ∗ zb) ≤ pk ∗ zb. Since
pk ∗ zb ∈ Ck = Fk − Fk+1, we get a contradiction. 2

Lemma 3.5.7 Let x ∈ S − {0}, 0 < i < m + 1, a, b ∈ [x]Fi, and a ≤ b. Then
there exists an element w ∈ Sg(Gi) such that b ∗ w ≤ a and b ∗ w ∈ [x]Fi.

proof: Firstly, if a = b, then take w = 1. Secondly, if a < b, let z = b→ a. Then
z < 1, z ∈ Fi, and b ∗ z ≤ a. We can write z = h(1, . . . ,1, pi, . . . , pm) for some
pj ∈ Sg(Gj), j = i, . . . ,m. There are two cases. In the first case, let pi < 1. Then
pi < pi+1 ∗ · · · ∗ pm because pi ∈ Ci and pi+1 ∗ · · · ∗ pm ∈ Ci+1 by Lemma 3.2.7(3).
Let us take w = p2

i < z. Then b ∗ w ≤ b ∗ z ≤ a and w ∈ Sg(Gi). Moreover,
as b → b ∗ w = w ∈ Sg(Gi) ⊆ Fi, b ∗ w belongs to [x]Fi . In the second case, let
pi = 1. Then we can take any element w ∈ Sg(Gi), 0 < w < 1. Since w < z and
b ∗ w ∈ [x]Fi , the proof is done. 2

Using Lemmata 3.5.5, 3.5.6, and 3.5.7, we are going to prove the crucial struc-
tural lemma. This lemma describes the behaviour of the equivalence classes w.r.t.
Fi+1 which are subsets of one equivalence class w.r.t. Fi. Since S/Fi+1 is a refine-
ment of S/Fi, such a subset form the set {[y]Fi+1 | y ∈ [x]Fi}.

Lemma 3.5.8 Let x ∈ S − {0} and 0 < i < m+ 1. Then the set

Y = {[y]Fi+1 | y ∈ [x]Fi}

is order-isomorphic to ω∗.

proof: Observe that the set Y must be infinite. Since Sg(Gi) − {0,1} ⊆ Ci =
Fi − Fi+1, we get that the set W = {mFi

x ∗ s | s ∈ Sg(Gi) − {0}} is a subset
of [x]Fi such that its elements are not equivalent w.r.t. Fi+1. Moreover W is
order-isomorphic to ω∗ by Lemma 3.5.3.

Let M = [x]Fi ∩ Sg(G1, . . . , Gi−1). We will show that each element z ∈ [x]Fi

can be expressed in the form z = b ∗ s for some b ∈ M and some s ∈ Fi. Firstly,
if i = 1, then M = {1}. Since z > 0, we get z ∈ F1 and z = 1 ∗ z. Secondly,
assume that i > 1. Then z = p1 ∗ · · · ∗ pi−1 ∗ pi ∗ · · · ∗ pm and we can write
z = p1 ∗ · · · ∗ pi−1 ∗ s for s = pi ∗ · · · ∗ pm ∈ Fi. Further, p1 ∗ · · · ∗ pi−1 ∈ [x]Fi
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because p1 ∗ · · · ∗ pi−1 → z = s. Since p1 ∗ · · · ∗ pi−1 ∈ Sg(G1, . . . , Gi−1), we get
p1 ∗ · · · ∗ pi−1 ∈M .

Thus for each maximum m
Fi+1
y ∈ [x]Fi , we can write mFi+1

y = b ∗ s for some
b ∈M and some s ∈ Fi. Since mFi+1

y ∈ Sg(G1, . . . , Gi) by Lemma 3.5.5, it follows
that s must belong to Sg(Gi).

By Lemma 3.5.7 we can find for each m
Fi+1
y ∈ [x]Fi and for each b ∈ M , an

element w ∈ Sg(Gi) such that b∗w ≤ mFi+1
y and b∗w ∈ [x]Fi . Since Sg(Gi)−{0}

is order-isomorphic to ω∗ by Lemma 3.5.3 and M is finite by Lemma 3.5.6, we get
that the set

H = {b ∗ s | s ∈ Sg(Gi), b ∈M, b ∗ s ≥ mFi+1
y }

is finite. Since {mFi+1
u | mFi+1

u ≥ m
Fi+1
y , u ∈ [x]Fi} ⊆ H, the desired order-iso-

morphism # can be defined as follows:

#[y]Fi+1 = |{mFi+1
u | mFi+1

u ≥ mFi+1
y , u ∈ [x]Fi}| .

It is obvious that #[y]Fi+1 ≤ |H|. In other words, the natural number #[y]Fi+1

represents the position of [y]Fi+1 within [x]Fi . 2

Now we define a mapping Φ : S − {0} → (ωm)∗ as follows:

Φ(x) = (#[x]F2 ,#[x]F3 , . . . ,#[x]Fm+1) .

Lemma 3.5.9 The mapping Φ is an order-isomorphism.

proof: Firstly, we have to show that Φ is one-to-one and order-preserving. Con-
sider two elements x, y ∈ S − {0} such that x < y. Then there exists a min-
imal i ∈ {2, . . . ,m + 1} such that [x]Fi < [y]Fi . Thus #[x]Fj = #[y]Fj for all
j = 2, . . . , i− 1, and #[x]Fi < #[y]Fi . Thus Φ(x) < Φ(y).

Secondly, we have to show that the function Φ is onto. Consider an m-tuple
(n2, n3, . . . , nm+1). By Lemma 3.5.8 we know that equivalence classes [y]F2 which
are subsets of [x]F1 = [1]F1 = S−{0} are order-isomorphic to ω∗. Thus we can find
an equivalence class [x2]F2 such that #[x2]F2 = n2. Then again by Lemma 3.5.8
we can find an equivalence class [x3]F3 ⊆ [x2]F2 such that #[x3]F3 = n3. Repeating
this procedure we finally find [xm+1]Fm+1 such that #[xm+1]Fm+1 = nm+1. Since
Fm+1 = {1} is the trivial filter, we get [xm+1]Fm+1 = {xm+1} and Φ(xm+1) =
(n2, n3, . . . , nm+1) because [x2]F2 ⊇ [x3]F3 ⊇ · · · ⊇ [xm+1]Fm+1 = {xm+1}. 2

Lemma 3.5.9 gives us the final theorem on order type of S.
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Theorem 3.5.10 Let S = (S, ∗,→,≤,0,1) be a ΠMTL-chain whose `-monoid
reduct S′ = (S, ∗,≤,0,1) is finitely generated. Then S is order-isomorphic to
(ωm + 1)∗ where m+ 2 is the number of Archimedean classes of S.

Remark 3.5.11 Let M = (M, ∗,≤,1) be any cancellative, integral, finitely gen-
erated o-monoid. In this section we have in fact proved that M is order-isomorphic
to (ωm)∗ where m+ 1 is the number of Archimedean classes. Since M is i.w.o. by
Lemma 3.3.1, M can be enriched by a residuum. Thus M is a cancellative, integral
residuated chain. If we add to M a bottom element 0, we obtain a ΠMTL-chain
by Lemma 3.2.3. Thus Theorem 3.5.10 can be applied to M as well.

Let (Z−)m =
∏m

i=1 Z− be the cartesian product of m copies of Z− endowed
with the lexicographic order. Let us take the set Z = {−∞} ∪ (Z−)m and define
an order on Z by setting −∞ ≤ z for any z ∈ Z. Clearly Z is order-isomorphic to
(ωm + 1)∗. Since S is order-isomorphic to (ωm + 1)∗ as well by Theorem 3.5.10,
there is a ΠMTL-chain Z = (Z,�,→�,≤,−∞, 〈0, . . . , 0〉) which is isomorphic to
S. Thus we obtain the following theorem.

Theorem 3.5.12 Let K be the class of all ΠMTL-chains whose universe is
(ωm + 1)∗ for some m ∈ N. Then the following holds:

1. ΠMTL ` ϕ iff ϕ is a Z-tautology for each ΠMTL-chain Z from K.

2. The class K generates the variety of ΠMTL-algebras.



Chapter 4

Structure of standard
ΠMTL-chains

In this chapter we deal with the structure of standard ΠMTL-chains. We mainly
concentrate on the structure of standard subdirectly irreducible ΠMTL-chains
since they are the generators of the variety of ΠMTL-algebras. However, we will
also deal with the general ΠMTL-chains. We show in Section 4.3 that it is possi-
ble to embed the `-monoid reduct of each ΠMTL-chain L into a totally ordered
Abelian group GL by forming fractions in the same way as the positive rational
numbers are constructed from positive integers. Then we use Hahn’s Embedding
Theorem (see [14, 15]) and embed GL to a full Hahn group. A full Hahn group
is a group of functions from the set of principal `-subgroups of GL to reals under
addition. Moreover, the supports of the functions (the regions where the functions
are not zero) are inversely well ordered w.r.t. the order induced by the inclusion
of the principal `-subgroups. Thus it is possible to make each full Hahn group
totally ordered by lexicographic order. In this chapter we show how to select an
arbitrary ΠMTL-chain from a full Hahn group which is order-isomorphic to [0, 1].
In this way we obtain a characterization of the structure of standard subdirectly
irreducible ΠMTL-chains up to an isomorphism. In particular, in Section 4.5 we
present a construction of a subdirectly irreducible standard ΠMTL-chain from a
full Hahn group and in Section 4.6 we prove that each standard subdirectly ir-
reducible ΠMTL-chain can be obtained in this way. Finally, in Section 4.7 we
summarize our results on standard ΠMTL-chains which are not subdirectly irre-
ducible. The results from this chapter come from our paper [23].

39
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4.1 Complete ΠMTL-chains

Since the real unit interval [0, 1] is a complete chain, we list here some important
facts about complete ΠMTL-chains.

Lemma 4.1.1 Nontrivial filters of a complete ΠMTL-chain L are intervals of the
form (a,1] for some a ∈ L− {1}.

proof: Each filter F is an interval with an upper bound 1. Let us denote
∧
F

by a. As F is nontrivial, a < 1. Suppose that a ∈ F . If a = 0, then F is trivial
(a contradiction). If a > 0, then a2 < a and a2 ∈ F ; we get a contradiction with
the fact that a =

∧
F . 2

Lemma 4.1.2 Each nontrivial filter of a complete ΠMTL-chain L has a succes-
sor.

proof: Let F be a nontrivial filter. By Lemma 4.1.1 we have F = (a,1] for some
a ∈ L − {1}. Since any filter greater than F must contain a, the principal filter
F a generated by a is the successor. 2

Lemma 4.1.3 Let L be a complete ΠMTL-chain, x ∈ L, x > 0, and F be a
nontrivial filter. Then the equivalence class [x]F is a left-open and right-closed
interval.

proof: Firstly, we show that [x]F is an interval. Suppose that a, b ∈ [x]F and
a ≤ c ≤ b for some c ∈ L. Then b→ c ≥ b→ a ∈ F . Hence c ∈ [x]F .

Secondly, let us denote by mF
x the supremum of [x]F . Assume that mF

x 6∈ [x]F .
Let s be an arbitrary element of F − {1}. The element z = mF

x ∗ s is in [mF
x ]F ,

because mF
x → z = s ∈ F . Cancellativity implies z < mF

x . As z is an upper bound
of [x]F , mF

x cannot be the supremum of [x]F (a contradiction). Consequently,
mF

x ∈ [x]F and [x]F is right-closed.
Finally, let us take the element z =

∧
[x]F ; we shall prove that it does not be-

long to [x]F . Let us take s ∈ F −{1}. Due to cancellativity, z ∗ s < z. If z ∈ [x]F ,
then z ∗ s ∈ [x]F which contradicts the minimality of z. Therefore z /∈ [x]F . 2

From now on the maximum of an equivalence class [x]F will be denoted by
mF

x . From the structure of the equivalence classes it follows the following two
corollaries.
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Corollary 4.1.4 Let L be a complete ΠMTL-chain, F be a nontrivial filter, and
x > 0. Then each element [x]F of L/F has a predecessor.

proof: By Lemma 4.1.3, [x]F is left-open and right-closed interval. Let us denote
a =

∧
[x]F . Then [a]F must be a predecessor of [x]F . Moreover, a = mF

a . 2

Corollary 4.1.5 Let L be a complete ΠMTL-chain, F ∈ F , and x ∈ L. Then
mF

x = max [mF
x ]F ′ for all F ′ ⊆ F .

Lemma 4.1.6 Let L be a complete ΠMTL-chain and F be a nontrivial filter.
Then L/F is complete as well.

proof: Let M be a subset of L/F . Let us define the following subset of L:

M ′ =
⋃

[x]F∈M

[x]F .

Since L is complete, there is a supremum of M ′. Let us denote it by m. We claim
that [m]F is a supremum of M . Clearly, [m]F ≥ [x]F for all [x]F ∈ M because
x ≤ m for any x ∈M ′. Suppose that there is [m′]F < [m]F such that [m′]F ≥ [x]F
for all [x]F ∈ M . Without any loss of generality we can assume that m′ is the
maximum of [m′]F . Since m =

∨
M ′, there must be x ∈ M ′ such that x > m′.

Thus [x]F > [m′]F and [x]F ∈M which gets a contradiction. 2

Now we will show the crucial property of the congruence lattice of a complete
ΠMTL-chain. By well-known theorem from Universal Algebra (see e.g. [5, Chap-
ter 2, Theorem 8.4] if a ΠMTL-chain L is subdirectly irreducible then Con L−{∆}
has a minimum. Thus there must also be the corresponding nontrivial minimal
filter. We will denote it by F∆.

Theorem 4.1.7 Let L be a complete subdirectly irreducible ΠMTL-chain. Then
Con L is well ordered.

proof: As Con L is isomorphic to the set of all filters F of L, it is sufficient
to show that F is well ordered. Since L is subdirectly irreducible, there must
be the minimum nontrivial filter F∆. Thus F∆ is a successor of {1}. Con-
sequently, each F ∈ F − {L} has a successor by Lemma 4.1.2. Now, take
an arbitrary subset M of F . Let us denote by M upper closure of M, i.e.,
M = {F ∈ F | (∃D ∈M)(F ⊇ D)}. Let us consider N = F −M. There are two
cases. In the first case, let N has a maximum Fm. Then the successor of Fm is
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the minimum ofM. In the second case, if N has no maximum then
⋃

F∈N F ∈ F
by Lemma 3.2.4 and it is the minimum of M. 2

The similar statement holds also for the equivalence classes w.r.t. a nontrivial
filter.

Theorem 4.1.8 Let L be a complete ΠMTL-chain and F be a nontrivial filter.
Then L/F is i.w.o.

proof: The universe of L/F is the set L/F of all equivalence classes [x]F . Let M
be a subset of L/F . We will show that M possesses a maximum. Let us denote
by M its lower closure, i.e., M = {z ∈ L/F | (∃y ∈ M)(z ≤ y)}. Now, there are
two cases. (1) L/F −M has a minimum. Then the successor of this minimum
must be a maximum of M . (2) L/F −M has no minimum. Let us denote the
infimum of the union of all equivalence classes belonging to L/F −M as follows:

a =
∧ ⋃

[x]F∈L/F−M

[x]F .

Since [x]F are left-open intervals by Lemma 4.1.3, [a]F is the maximum of M . 2

4.2 Standard subdirectly irreducible ΠMTL-chains

In this section we start to investigate the structure of the standard ΠMTL-chains.
We will deal with the subdirectly irreducible standard ΠMTL-chains because they
are the generators of the variety of ΠMTL-algebras.

Lemma 4.2.1 Let L be a subdirectly irreducible standard ΠMTL-chain. Then
Con L is countable.

proof: By Lemma 4.1.1 each nontrivial filter F in L is of the form (a, 1]. Thus
if we identify the nontrivial filters with their infima, we obtain a subset of [0, 1]
which is i.w.o. since Con L is well ordered by Theorem 4.1.7. But any i.w.o. subset
of [0, 1] is countable. Thus the set of all filters F is countable and Con L as well. 2

Lemma 4.2.2 Let L be a subdirectly irreducible standard ΠMTL-chain and a, b ∈
[x]F∆

. Then a ∗ (a→ b) = a ∧ b.
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proof: If a ≤ b then the equality trivially holds. If also a or b equals 1 then the
equality trivially holds. Thus suppose that a > b and a, b 6= 1. By residuation
we get a ∗ (a → b) ≤ b. Suppose that a ∗ (a → b) < b. Fix an arbitrary strictly
increasing sequence 〈rn〉n∈N such that

∨
rn = 1 and rn ∈ F∆ for all n. As F∆ is

a left-open interval of the type (c, 1] for some 0 ≤ c < 1, there surely exists such
sequence. Since F∆ − {1} is an Archimedean class, we get that for each n there
exists kn such that

rkn
n ≤ a→ b < rkn−1

n .

Thus we obtain for all n ∈ N:

a ∗ rkn
n ≤ a ∗ (a→ b) < b < a ∗ rkn−1

n .

The last inequality holds since a → b is the maximal solution of the inequality
a ∗ x ≤ b and a→ b < rkn−1

n .
Further, by Proposition 2.1.1 we get

∨
(b ∗ rn) = b ∗

∨
rn = b. Hence there

must be an n0 such that a ∗ (a→ b) < b ∗ rn0 . Thus we obtain

a ∗ rkn0
n0 ≤ a ∗ (a→ b) < b ∗ rn0 < a ∗ rkn0

n0 ,

a contradiction. 2

Theorem 4.2.3 Let L be a subdirectly irreducible standard ΠMTL-chain. For
each equivalence class w.r.t. F∆ it holds

[x]F∆
= {z ∈ L | z = mF∆

x ∗ s, s ∈ F∆} .

proof: By Lemma 4.2.2 we have mF∆
x ∗ (mF∆

x → z) = z for any z ∈ [x]F∆
. Thus

we can take s = mF∆
x → z ∈ F∆. On the other hand, mF∆

x ∗ s belongs to [x]F∆
for

all s ∈ F∆ because mF∆
x → mF∆

x ∗ s = s. 2

Lemma 4.2.2 has also other important consequence. It implies that the ele-
ments belonging to F∆ = [1]F∆

behave like in a divisible algebra, i.e., if x ≤ y
then there is an element z such that y ∗ z = x, namely z = y → x.

Theorem 4.2.4 Let L be a standard subdirectly irreducible ΠMTL-chain. Then
F∆ ∪ {0} is a subalgebra of L isomorphic to the standard product algebra [0, 1]Π.

proof: Firstly, F∆ is closed under ∗ and→ because a→ b ≥ b. Let a ∈ F∆∪{0}.
Since a ∗ 0 = 0, 0 → a = 1, and a → 0 = 0 for a > 0, we get that F∆ ∪ {0} is a
subuniverse. Since F∆ = [1]F∆

, we get by Lemma 4.2.2 that a ∗ (a → b) = a ∧ b
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for all a, b ∈ F∆. This equation is also trivially satisfied if a or b equals 0. Thus
(F∆∪{0}, ∗,→,≤, 0, 1) is a product algebra. Since F∆∪{0} is order isomorphic to
[0, 1], (F∆ ∪ {0}, ∗,→,≤, 0, 1) is isomorphic to a product algebra in [0, 1]. But all
product algebras in [0, 1] are isomorphic to the standard product algebra [0, 1]Π. 2

Let L be a ΠMTL-chain. Then the set of all elements which cannot be ex-
pressed as a product of greater elements is denoted by E, i.e.,

E = {z ∈ L | ¬(∃x, y ∈ L)(z = x ∗ y & x, y > z)} .

An element from E will be called a product irreducible element.

Lemma 4.2.5 Let L be a standard subdirectly irreducible ΠMTL-chain. Then the
set E of all product irreducible elements of L is i.w.o. Moreover, E is a subset of
the set of all maxima of equivalence classes w.r.t. F∆, i.e., E ⊆ {mF∆

x | x ∈ L}.

proof: Firstly, we show that E ∩ F∆ = {1}. The element 1 obviously belong to
this intersection. Let z ∈ F∆ −{1}. Since F∆ ∪ {0} is isomorphic to the standard
product algebra by Theorem 4.2.4, there must be an element x ∈ F∆ such that
z = x ∗ x (x is the square root of z). Thus z 6∈ E.

Secondly, we show that E ⊆ {mF∆
x | x ∈ L}. Let z ∈ L and z 6= mF∆

z . Then
by Theorem 4.2.3, we have z = mF∆

z ∗ s for some s ∈ F∆. Thus z 6∈ E.
Finally, the set {mF∆

x | x ∈ L} is order-isomorphic to L/F∆. Since L/F∆ is
i.w.o. by Theorem 4.1.8, the set E is i.w.o. as well. 2

Theorem 4.2.6 Let L be a standard subdirectly irreducible ΠMTL-chain, x ∈ L,
and E be the set of all product irreducible elements of L. If x 6∈ E, then

x = g1 ∗ · · · ∗ gn ∗ s

for some gi ∈ E, i = 1, . . . , n, and s ∈ F∆.

proof: By Theorem 4.2.3, we can write x = mF∆
x ∗ s for some s ∈ F∆. Thus it is

sufficient to show that mF∆
x = g1 ∗ · · · ∗ gn for some gi ∈ E, i = 1, . . . , n.

If mF∆
x ∈ E then we are done. If not, mF∆

x can be expressed as mF∆
x = a ∗ b

for some a, b > mF∆
x . Moreover, a, b ∈ {mF∆

y | y ∈ L}. Indeed, suppose that
a = mF∆

a ∗r for some r ∈ F∆. Then mF∆
x = a∗b = mF∆

a ∗r∗b. Thus mF∆
a ∗b > mF∆

x

contradicting the fact that mF∆
x is the maximum of the equivalence class. Now

a, b belong to E or can be again decomposed. In this way, we obtain a binary
tree where the leafs belong to E. Moreover, each branch of the tree is strictly
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increasing. Since {mF∆
y | y ∈ L} is i.w.o. by Theorem 4.1.8, each branch must be

finite. Thus there is a finite number of leafs. Let us denote them by g1, . . . , gn.
Then mF∆

x = g1 ∗ · · · ∗ gn. 2

4.3 Fraction group

Let L be a ΠMTL-chain. By Lemma 3.2.2 we have that L0 = L − {0} is a
subuniverse of L and the subreduct with this subuniverse L0 = (L0, ∗,→,≤,1)
is an integral cancellative residuated chain. Let us denote the `-monoid reduct
(L0, ∗,≤,1) by L′0. The set of all filters of L0 will be denoted by F0 = F − {L}.
Since L′0 is also cancellative, we can extend it to an o-group of fractions GL in
the similar way as rationals are constructed from integers. The universe of GL is
GL = (L0 × L0)/≈, where (a, b) ≈ (c, d) iff a ∗ d = c ∗ b. The group operation is
defined by (a, b)∗(c, d) = (a∗c, b∗d), (1,1) is the neutral element, (a, b)−1 = (b, a),
and (a, b) ≤ (c, d) iff a ∗ d ≤ b ∗ c. We will denote the ordered pair (a, b) by a/b
or a ∗ b−1. Further, we identify the elements from L0 with the corresponding
elements in GL, i.e., we will write a instead of a/1. Thus L0 can be viewed as a
subuniverse of the monoid reduct of GL. The set of all convex subgroups of GL

will be denoted by G.

Lemma 4.3.1 The congruence lattice Con L0 can be embedded into Con GL.

proof: We will work with the chain of the filters F0 (resp. convex subgroups
G) instead of Con L0 (resp. Con GL). To each filter F ∈ F0 we can assign a
corresponding convex subgroup F ∈ G as follows:

F = {z ∈ GL | (∃y ∈ F )(|z| ≤ |y|)} .

We start with the proof that F is a convex subgroup. Clearly, F is convex. Let
a/b and c/d be elements of F . Then there are y1, y2 ∈ F such that |y1| ≥ |a/b|
and |y2| ≥ |c/d|. Since y1 ∗ y2 ≤ 1 and y1 ∗ y2 ∈ F , we get

|y1 ∗ y2| = y−1
1 ∗ y

−1
2 = |y1| ∗ |y2| ≥ |a/b| ∗ |c/d| ≥ |(a ∗ c)/(b ∗ d)| .

Thus (a ∗ c)/(b ∗ d) belongs to F .
Finally, we have to show that the mapping assigning F to F is injective and

order-preserving. Let F, F ′ be two different filters in F0. Since F0 is linearly or-
dered, one of the filters contains the other. Without any loss of generality suppose
that F ′ ⊆ F . Let us take an arbitrary element z ∈ F − F ′. Then z 6∈ F ′ since
there is no y ∈ F ′ such that y ≤ z. Thus F ) F ′. 2
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From now on, we will denote by F the convex subgroup corresponding to F .
Now we show an example demonstrating the fact that Con L0 need not be

isomorphic to Con GL. Let L be the integral cancellative residuated chain from
Example 3.2.10. Let us take its submonoid S = (S, ∗,≤, 1) generated by 〈−1, 0〉
and 〈−1,−1〉. Then S is i.w.o. by Lemma 3.3.1. Hence such a submonoid is
in fact a residuated chain if we define a residuum in S as a →S b = max{c ∈
S | a ∗ c ≤ b}. It is obvious that S has only trivial filters since there is n ∈ N such
that 〈−1, 0〉n ≤ 〈k, r〉 for all 〈k, r〉 ∈ S. On the other hand the group of fractions
GS has one nontrivial convex subgroup. It is a subgroup generated by the fraction
〈−1,−1〉/〈−1, 0〉. Indeed, we have for all n ∈ N the following:

(〈−1,−1〉/〈−1, 0〉)n = 〈−n,−n〉/〈−n, 0〉 > 〈−1, 0〉 ,

since 〈−n,−n〉 > 〈−1, 0〉 ∗ 〈−n, 0〉 = 〈−n− 1, 0〉.

Lemma 4.3.2 Let L be a subdirectly irreducible standard ΠMTL-chain, then its
group of fractions GL has the same property and the minimal nontrivial congru-
ence is determined by the convex subgroup F∆ = F∆ ∪ F−1

∆ .

proof: Since L is subdirectly irreducible, there must be a nontrivial minimal
congruence in L. Thus we have a nontrivial minimal filter F∆. Firstly, we will
show that for any a/b ∈ F∆ either a/b ∈ F∆ or b/a ∈ F∆. Without any loss of
generality we can suppose that a/b ≤ 1, i.e., a ≤ b. Then there exists y ∈ F∆

such that |a/b| ≤ |y| and y ≤ a/b. If we multiply this inequality by b, we get
b∗y ≤ b∗(a/b) = a. Since y ∈ F∆, we obtain y ≤ b→ a which implies b→ a ∈ F∆.
Thus mF∆

a = mF∆
b . By Theorem 4.2.3 we get a = mF∆

a ∗ r and b = mF∆
a ∗ s for

some r, s ∈ F∆. Thus a/b = (mF∆
a ∗ r)/(mF∆

a ∗ s) = r/s. Since elements from
F∆ satisfy the divisibility condition by Lemma 4.2.2, r/s = s → r ∈ F∆. Thus
F∆ = F∆ ∪ F−1

∆ .
Secondly, we will prove that F∆ is the minimal nontrivial convex subgroup.

Let us take an arbitrary element z ∈ F∆ − {1}. We will show that z generates
F∆. We can suppose that z ≤ 1 (if not take z−1). From the previous paragraph
we have z ∈ F∆. Since F∆ is the minimal nontrivial filter, z generates F∆ and it
must generate also F∆. 2

Corollary 4.3.3 Let L be a subdirectly irreducible standard ΠMTL-chain and
F∆ be its minimal nontrivial filter. Then the o-group (F∆, ∗,≤, 1) is isomorphic
to (R,+,≤, 0).
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proof: Since (F∆, ∗,≤, 1) is isomorphic to ((0, 1], ·,≤, 1) by Theorem 4.2.4,
(F∆, ∗,≤, 1) is also isomorphic to (R−,+,≤, 0). Let us denote this isomorphism
by Φ. Since F∆ = F∆ ∪ F−1

∆ , we define a mapping Ψ : F∆ → R by

Ψ(x) =

{
Φ(x) , x ≤ 1 ,
−Φ(x−1) , x > 1 .

We claim that Ψ is an isomorphism between F∆ and (R,+,≤, 0). The mapping
Ψ is clearly onto and order-preserving. The fact that Ψ is an isomorphism can
be easily checked. The cases when x, y ≤ 1 or x, y > 1 are trivial. We only show
the case when x ≤ 1, y > 1, and x ∗ y ≤ 1. The other cases are similar. Then
Ψ(x ∗ y) = Φ(x ∗ y) and Ψ(x) + Ψ(y) = Φ(x) − Φ(y−1). Since x ∗ y ≤ 1, we get
x ≤ y−1. Thus Φ(x) ≤ Φ(y−1) and Φ(x) − Φ(y−1) ≤ 0. Hence there is z ∈ F∆

such that Φ(z) = Φ(x)− Φ(y−1). Since

Φ(z ∗ y−1) = Φ(z) + Φ(y−1) = Φ(x)− Φ(y−1) + Φ(y−1) = Φ(x) ,

we obtain that z ∗ y−1 = x. Consequently, z = x ∗ y and Ψ(x ∗ y) = Ψ(x) + Ψ(y).
Similarly the case for x ∗ y > 1. Thus F∆ is isomorphic to (R,+,≤, 0). 2

Now we show the relation between principal filters of a ΠMTL-chain L and
the principal convex subgroups of its group of fractions GL.

Lemma 4.3.4 Let L be a ΠMTL-chain, F b ∈ P, F b 6= L, and V b be the principal
convex subgroup of GL generated by b. Then F b = V b.

proof: The case when b = 1 is trivial. Let F b 6= {1}. We will show that F b

is a successor of Vb. As Vb is the greatest convex subgroup not containing b, we
obtain Vb ⊆ F b. Since Vb is the predecessor of V b, it is sufficient to prove that
F b ⊆ V b. Let x ∈ F b. By Lemma 4.3.1, there is y ∈ F b such that |x| ≤ |y|.
Further by Lemma 3.2.5, there exists n ∈ N such that bn ≤ y. Since b, y ≤ 1, we
get |y| ≤ |bn| = |b|n. Thus |x| ≤ |b|n. Finally by Lemma 2.1.5, we obtain x ∈ V b. 2

Corollary 4.3.5 Let L be a ΠMTL-chain and F b ∈ P be a nontrivial principal
filter. Then F b/Vb is isomorphic (as an o-group) to a subgroup of the additive
group of real numbers.

proof: By Lemma 4.3.4 we have F b/Vb = V b/Vb. Since V b/Vb is an Archimedean
o-group, it is isomorphic to a subgroup of the additive group of real numbers by
Hölder’s Theorem (see [15, Corollary 4.1.4]). 2
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Lemma 4.3.6 The congruence lattice Con GL can be embedded into Con L′0.

proof: Let θ ∈ Con GL. Since L0 ⊆ GL, we can map θ to the restriction θ�L′
0
.

Clearly, θ �L′
0

belongs to Con L′0. Thus we have to show that this mapping is
injective and order-preserving. If θ1 ⊆ θ2 then trivially θ1�L′

0
⊆ θ2�L′

0
. Thus the

mapping is order-preserving. Now, assume that θ1 ( θ2. Let us denote by V1

(resp. V2) the convex subgroup corresponding to θ1 (resp. θ2). Then there must
be an element a/b in V2 such that a/b 6∈ V1 and a, b ∈ L0. Thus a θ2�L′

0
b. But it

is not true that a θ1�L′
0
b. Hence θ1�L′

0
( θ2�L′

0
. 2

Although Con GL can be embedded into Con L′0, they need not be isomorphic.
Let Z− = (Z−,+,≤, 0) be the o-monoid of non-positive integers with the usual
addition. Then the lexicographic product Z =

∏3
i=1 Z− is an o-monoid which is

clearly cancellative and i.w.o. Thus Z can be enriched by a residuum and become a
cancellative residuated chain. The group of fractions GZ has two nontrivial convex
subgroups; V1 generated by 〈0, 0,−1〉 and V2 generated by 〈0,−1, 0〉. Obviously
V1 ⊆ V2. Let θ1, θ2 be the congruences corresponding to V1 and V2 respectively.
Now we define an equivalence in Z as follows: 〈a, b, c〉 ≈ 〈a′, b′, c′〉 iff either a = 0
and 〈a, b, c〉 θ1 �Z 〈a′, b′, c′〉 or a 6= 0 and 〈a, b, c〉 θ2 �Z 〈a′, b′, c′〉. Then it can be
easily shown that ≈ is an `-monoid congruence but there is no corresponding
convex subgroup in GZ.

Let L be a ΠMTL-chain, θ ∈ Con GL, and V be its corresponding convex sub-
group. In order to make the notation more transparent, we will use the expression
L′0/V instead of L′0/θ �L′

0
. Also the equivalence class [x]θ�L′0

will be denoted by

[x]′V . Thus we are also able to distinguish between an element of GL/V (it is an
equivalence class [x]V ) and an element of L′0/V (it is an equivalence class [x]′V ).

Lemma 4.3.7 Let L be a complete subdirectly irreducible ΠMTL-chain and V be
a nontrivial convex subgroup of GL. Then the elements of L′0/V (i.e., the equiva-
lence classes w.r.t. the congruence determined by V ) are left-open and right-closed
intervals.

proof: Let [x]′V ∈ L′0/V be an equivalence class, a, b ∈ [x]′V , and c ∈ L0 such
that a < c < b. Then a ∗ b−1 ∈ V . Since a ∗ b−1 < c ∗ b−1 < 1, c ∗ b−1 ∈ V . Thus
c ∈ [x]′V .

Since L is complete, there must be a supremum of [x]′V . Let us denote it
by m. The supremum m is the maximum of [x]′V as well. Indeed, V ⊇ F∆ by
Lemma 4.3.2. Suppose that m 6∈ [x]′V . Then m ∗ s 6∈ [x]′V for any s ∈ F∆ ⊆ V .
But m ∗ s < m (a contradiction with the fact that m is supremum).
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Finally, there is no minimum since for any a ∈ [x]′V and s ∈ F∆−{1} we have
a ∗ s < a and a ∗ s ∈ [x]′V . 2

Theorem 4.3.8 Let L be a ΠMTL-chain and F b ∈ P be a nontrivial principal
filter. Then F b/Vb is isomorphic (as an o-monoid) to a submonoid of V b/Vb.

proof: Since F b is a subalgebra of `-monoid reduct of V b, we get by Third Iso-
morphism Theorem (see [5, Chapter 2, Theorem 6.18]) that F b/Vb is isomorphic
(as an o-monoid) to V b

θ /Vb where V b
θ = {a ∈ V b | F b∩[a]Vb

6= ∅}. The isomorphism
assigns to [x]′Vb

the equivalence class [x]Vb
. Since V b

θ /Vb is a submonoid of V b/Vb

by [5, Chapter 2, Lemma 6.17], we are done. 2

Corollary 4.3.9 Let L be a ΠMTL-chain and F b ∈ P be a nontrivial principal
filter. Then F b/Vb is isomorphic (as an o-monoid) to a submonoid of (R−,+,≤, 0).

proof: From Theorem 4.3.8 it follows that F b/Vb is isomorphic (as an o-monoid)
to a submonoid of V b/Vb. By Hölder’s Theorem we get an isomorphism Φ between
V b/Vb and an additive submonoid of real numbers.

Since x ≤ 1 for any x ∈ F b, we obtain Φ(x) ≤ 0. Thus F b/Vb is isomorphic to
a submonoid of (R−,+,≤, 0). 2

Hahn’s Embedding Theorem

Firstly, we recall what is a full Hahn group. Let Γ be a totally ordered set. Let us
denote the set of all functions f : Γ→ R such that supp f = {γ ∈ Γ | f(γ) 6= 0} is
inversely well-ordered (i.e., each subset of supp f has a maximum) by V(Γ). The
set V(Γ) forms an o-group under addition (f + g)(γ) = f(γ) + g(γ) and f > 0
provided that f(max(supp f)) > 0. Such a group is called a full Hahn group.

Secondly, let us recall that GL can be extended to a divisible o-group ĜL,
which is unique up to an isomorphism, such that Con GL

∼= Con ĜL. By divisible
we mean here that for any element g ∈ ĜL and any n ∈ N there is an element
f such that fn = g. Moreover, each convex subgroup V of GL generates a
convex subgroup V̂ of ĜL such that V̂ ∩GL = V (for details see [14, Chapter 4,
Lemma A]). Thus we can assume for our purposes that GL is already divisible.
Consequently, GL and all its convex subgroups can be viewed as vector spaces
over rationals.

Let L be a ΠMTL-chain and Γ(GL) be the chain of all values of GL. The
o-group GL can be embedded into the full Hahn group V(Γ(GL)) by Hahn’s
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Embedding Theorem (see [15, Theorem 4.C] or [14, Chapter 4, Theorem 16]).
Thus we obtain the following result.

Theorem 4.3.10 Let L be a ΠMTL-chain and Γ(GL) be the chain of all values
of GL. Then L′0 can be embedded (as an ordered monoid) into V(Γ(GL)).

Let Vγ ∈ Γ(GL). We identify γ with Vγ and denote the successor of Vγ by V γ . The
embedding from Hahn’s Embedding Theorem assigns to each g ∈ GL the function
ĝ defined as follows: ĝ(γ) = ργ(πγ(g)) ∈ R for each γ ∈ Γ(GL), where πγ is the pro-
jection of the vector space GL onto the subspace V γ and ργ is an order-preserving
homomorphism from V γ into R whose kernel is Vγ . Such a homomorphism exists
by Hölder’s Theorem (see Corollary 4.3.5).

Lemma 4.3.11 Let L be a ΠMTL-chain, F ∈ P be a nontrivial principal filter,
V γ = F , and g ∈ F . Then the corresponding function ĝ from Hahn’s Embedding
Theorem maps all α > γ to 0.

proof: As F is principal, V γ is a principal as well by Lemma 4.3.4. Thus there
is a value Vγ which is the predecessor of V γ and γ ∈ Γ(GL). Since α > γ, we
get Vα ⊇ V γ ⊇ F . It follows that g ∈ V α and also g ∈ Vα. Thus g = πα(g) and
ρα(g) = 0 as g belongs to the kernel Vα. 2

At this point we know that each ΠMTL-chain L can be embedded into a
full Hahn group V(Γ(GL)). Now we are going to describe which functions from
V(Γ(GL)) correspond to the original elements from L. Firstly, we will prove
several useful results about i.w.o. additive submonoids of negative reals.

4.4 Additive submonoids of R−

Let A,B be totally ordered sets. We denote by A × B the cartesian product of
A,B endowed with the cartesian order, i.e., (a, b) ≤c (c, d) iff a ≤ c and b ≤ d.

Lemma 4.4.1 Let A,B be i.w.o. sets and C be a totally ordered set such that
there is a surjective order-preserving mapping φ : A×B → C. Then C is i.w.o.

proof: Suppose that C is not. Let S ⊆ C such that S has no maximum. We
show that φ−1(S) must contain infinitely many maximal elements. Let π1, π2

be the projections from A × B. Let us denote a0 = maxπ1(φ−1(S)) and b0 =
max({a0} × B) ∩ φ−1(S). The element (a0, b0) is a maximal element. Let M be
the set of all maximal elements of φ−1(S). Suppose that M is finite, then φ(M)
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is also finite and one of its elements must be the maximum of S. Thus M must
be infinite.

Finally, we will prove that φ−1(S) cannot posses infinitely many maximal ele-
ments which gets a contradiction. As M is infinite, one of the projections to A or B
must be also infinite. Without any loss of generality suppose that there is a strictly
decreasing sequence 〈an〉n∈N, an ∈ π1(M), such that (an, bn) ∈ φ−1(S). Since all
(an, bn) are incomparable, we get that a1 > a2 > a3 . . . and b1 < b2 < b3 . . .. Thus
〈bn〉n∈N is a strictly increasing sequence but it is a contradiction since {bn}n∈N is
i.w.o. and has a maximum. 2

Throughout this section, let R = (R,+,≤, 0) be an i.w.o. submonoid of the
additive monoid of negative reals (R−,+,≤, 0). Since R ⊆ R is i.w.o., R must
be countable. Note that by Lemma 4.4.1, if A is a subset of R then A + A =
{a + b | a, b ∈ A} is also i.w.o. since + is a surjective order-preserving mapping
from A×A onto A+A. Indeed, (a, b) ≤c (c, d) implies a+ b ≤ c+ d.

Let us introduce the set of all solutions of the equation c = a + b for given
c ∈ R and a, b 6= 0.

Tc = {(a, b) ∈ R2 | a+ b = c, a, b 6= 0} .

Observe that if (a, b) ∈ Tc then a, b > c.

Lemma 4.4.2 There is a unique minimal set of generators G of R.

proof: Let G be the following set:

G = {g ∈ R | Tg = ∅} .

It is obvious that each set of generators of R must contain G because the elements
of G cannot be expressed as a sum of other elements from R. Thus it is sufficient
to prove that G generates R. Let c ∈ R. We will show that c can be generated
from G. Either c ∈ G and we are done or c = a + b for some (a, b) ∈ Tc. Now a
belongs either to G or can be written as a sum of greater elements. Similarly for
b. In this way we obtain a binary tree. Since each branch of this tree is strictly
increasing and R is i.w.o., each branch must be finite. Thus the tree is finite and
the leafs belong to G. Let us denote the leafs by g1, . . . , gn. Then c =

∑n
i=1 gi and

the proof is done. 2

Lemma 4.4.3 Let c ∈ R. Then the set Tc is finite.
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proof: Suppose that there are infinitely many solutions. Then we can select a
sequence of solutions an + bn = c such that am < an for m > n and an ≥ bn for all
n. Since am < an for m > n and an +bn = am +bm, we get 0 < an−am = bm−bn.
Thus bm > bn.

Now, as 〈an〉n∈N is strictly decreasing sequence, we obtain that 〈bn〉n∈N is
strictly increasing. Hence {bn}n∈N has no maximum, a contradiction with the fact
that R is i.w.o. 2

Lemma 4.4.4 Let G be an i.w.o. set of negative reals and RG be the submonoid
generated by G. Then there is an n ∈ N such that whenever c ∈ RG can be
expressed as c =

∑k
i=1 ai (ai 6= 0, ai ∈ RG), we have k < n.

proof: Let g = maxG− {0}. Since RG is submonoid of (R−,+, 0), there exists
n ∈ N such that ng < c. As

∑k
i=1 ai ≤ ng < c for all k ≥ n, we are done. 2

Lemma 4.4.5 Let G be an i.w.o. set of negative reals. Then the submonoid RG

of (R−,+, 0) generated by G is i.w.o.

proof: Let M be a subset of RG and c ∈M . Suppose that M has no maximum.
By Lemma 4.4.4 there is n ∈ N such that if c =

∑k
i=1 ai, ai 6= 0, then k < n.

It is enough to consider only the sums of generators with less than n summands
since all longer sums are surely less than c. But all such elements belongs to
G+G+ · · ·+G (n-times) which is i.w.o. by Lemma 4.4.1. 2

Thanks to Lemma 4.4.4, we can introduce the following notion.

Definition 4.4.6 Let c ∈ R. For c < 0, we say that %(c) is the rank of c if %(c)
is the maximal natural number such that c =

∑%(c)
i=1 ai for some ai 6= 0. For c = 0,

we define %(0) = 0.

Notice that if g belongs to the minimal set of generators of R, then %(g) = 1.
Since we use the notion of the rank in a subsequent proof by induction, we

need the following lemma.

Lemma 4.4.7 Let c ∈ R and (a, b) ∈ Tc. Then %(c) > %(a), %(b).

proof: There is a solution such that a =
∑%(a)

i=1 ai. We get

c = a+ b =

%(a)∑
i=1

ai

 + b .
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Thus %(c) > %(a). The case for %(b) is analogous. 2

4.5 Construction method

Now we are going to present a method how to construct a standard subdirectly
irreducible ΠMTL-chain and in the subsequent section we will show that each
standard subdirectly irreducible ΠMTL-chain can be constructed by this method.
Let Γ be a countable totally ordered set with minimal element γ0 ∈ Γ and V(Γ)
be the full Hahn group. We define also an addition for subsets of V(Γ). Let
A,B ⊆ V(Γ). Then

A+B = {f + g ∈ V (Γ) | f ∈ A, g ∈ B} .

Note that if A and B are i.w.o. then A+B is i.w.o. by Lemma 4.4.1.
Let us take an arbitrary at most countable well-ordered subset C ⊆ Γ such

that γ0 ∈ C. There exists an ordinal τ such that the elements of C can be indexed
by all ordinals α < τ . Let us assign to each 0 < α < τ , an i.w.o. submonoid
Rα = (Rα,+,≤, 0) of (R−,+,≤, 0). Let R0 = (R−,+,≤, 0).

For α = 0 let us define the following set:

A0 = {f ∈ V (Γ) | f(γ0) ≤ 0, f � (γ0,→) = 0} .

Observe that A0 forms a submonoid of V(Γ) isomorphic to R0. For each 0 < α < τ
and c ∈ Rα−{0} choose a set Aα(c) which is an arbitrary countable i.w.o. subset of
{f ∈ V (Γ) | f(α) = c, f� (α,→) = 0} and Aα(c) 6= ∅ provided that %(c) = 1, i.e.,
c belongs to the minimal set of generators of Rα (see Lemma 4.4.2). Furthermore,
let us define the following two sets:

Aα =
⋃

c∈Rα−{0}

Aα(c) for α > 0 , A =
⋃
α<τ

Aα .

Note that if f ∈ Aα, g ∈ Aβ, and α < β, then g < f .

Definition 4.5.1 Let LA = (LA,+,≤, 0) be the submonoid of V(Γ) generated
by A, i.e., LA = Sg(A).

In order to investigate the structure of LA we will need also other subsets of A.
Let us define

B0 = {0} , Bα = B0 ∪
⋃

0<γ≤α

Aγ , B =
⋃
α<τ

Bα .
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Note that B = (A− A0) ∪ {0}. Further, observe that Bα contains only functions
mapping all β > α to 0. Moreover, if α < β then Bα ⊆ Bβ.

Lemma 4.5.2 Let g ∈ Sg(Bα) and f ∈ Sg(B). Then if f ≥ g then f ∈ Sg(Bα).

proof: Suppose that f 6∈ Sg(Bα). Then f =
∑n

i=1 hi for some hi ∈ B and there
is at least one j such that hj 6∈ Bα. Thus hj belongs to Aβ for some β > α. From
the definition of Aβ we have hj < h for any h ∈ Sg(Bα) since hj(β) < 0 and
h(β) = 0. As f =

∑n
i=1 hi ≤ hj , we get f < g (a contradiction). 2

Lemma 4.5.3 The submonoid Sg(B) of V(Γ) is countable and i.w.o.

proof: Firstly, let α > 0. As Rα is countable and Aα(c) for all c < 0 as well,
the union Aα is countable. Since C is countable, we get that τ must a countable
ordinal. Thus the set B is also countable. Consequently, Sg(B) is countable
because its cardinality is less or equal to the cardinality of the set of all finite
sequences of elements from B which is countable.

Secondly, we will show by transfinite induction that Sg(Bα) is i.w.o. for each
α < τ . Clearly Sg(B0) is i.w.o. Let us suppose that for all γ < β we have
Sg(Bγ) is i.w.o. We will denote the union

⋃
γ<β Bγ by B<β . We will show that

Sg(B<β) is i.w.o. Let M be an arbitrary subset of Sg(B<β) and f ∈ M . Thus
f =

∑n
i=1 gi for some gi ∈ Bγi and γi < β. Since Bγi are ordered by inclusion,

there is j ∈ {1, . . . , n} such that Bγj ⊇ Bγi for all i = 1, . . . , n. Thus f belongs to
Sg(Bγj ) which is i.w.o. Hence maxM = maxM ∩ Sg(Bγj ) by Lemma 4.5.2.

Let c ∈ Rβ. Then we will denote by Sβ(c) the set of all functions from Sg(Bβ)
which map β to c, i.e.,

Sβ(c) = {f ∈ Sg(Bβ) | f(β) = c} .

Clearly, Sβ(0) = Sg(B<β). Thus we have

Sg(Bβ) =
⋃

c∈Rβ

Sβ(c) .

Let c ∈ Rβ − {0} such that %(c) = 1. It can be seen that

Sβ(c) = Aβ(c) + Sg (B<β) .

For c ∈ Rβ − {0} such that %(c) > 1, we get that:

Sβ(c) = (Aβ(c) + Sg (B<β)) ∪Oβ(c) ,
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where
Oβ(c) =

⋃
(a,b)∈Tc

(Sβ(a) + Sβ(b)) .

Now, we prove by induction on the ranks that Sβ(c) is i.w.o. for all c ∈ Rβ. By
Lemma 4.4.1, we get that Sβ(c) is i.w.o. for all c ∈ Rβ such that %(c) = 1. Now
let %(c) = n. Then Aβ(c) + Sg(B<β) is i.w.o. by Lemma 4.4.1. Let (a, b) ∈ Tc.
Since %(a), %(b) < %(c) by Lemma 4.4.7, we obtain that Sβ(a) and Sβ(b) are i.w.o.
by induction assumption. Thus Sβ(a) + Sβ(b) is i.w.o. for all (a, b) ∈ Tc by
Lemma 4.4.1. Since Tc is finite, we obtain that Oβ(c) is i.w.o. Hence Sβ(c) is
i.w.o.

Let M be an arbitrary subset of Sg(Bβ). Clearly, if Sg(B<β) ∩M 6= ∅, then
maxM = max Sg(B<β) ∩M since Sg(B<β) is i.w.o. by induction assumption.
Let Sg(B<β) ∩ M = ∅, i.e., for any f ∈ M , we have f(β) < 0. Since Rβ is
i.w.o., c = max{f(β) | f ∈ M} exists. Since Sβ(c) is i.w.o., maxM exists and
maxM = maxM ∩ Sβ(c). Thus Sg(Bβ) is i.w.o.

Finally, let M be an arbitrary subset of Sg(B) and f ∈M . Since f =
∑n

i=1 gi

for some gi ∈ Bα and some α < τ , f belongs to Sg(Bα) which is i.w.o. Thus
maxM = maxM ∩ Sg(Bα). 2

Let us define the following relation on LA.

f ∼ g iff − |f − g| ∈ A0 .

It can be easily seen that ∼ is an equivalence. We show that each equivalence
class w.r.t. ∼ has a maximum. Let f =

∑n
i=1 gi for some gi ∈ A− {0}. If one of

gi is from A0 then f cannot be maximum. Without any loss of generality suppose
that gn ∈ A0. Then f ∼ f ′ for f ′ =

∑n−1
i=1 gi and moreover f ′ > f . Thus if [f ]∼

has a maximum then this maximum belongs to Sg(B). Since Sg(B) is i.w.o. by
Lemma 4.5.3, max [f ]∼ = max [f ]∼∩Sg(B). Let us denote this maximum by fm.
Each equivalence class [f ]∼ forms an interval. Let f < g < h such that f ∼ h.
Then f − h < g − h < 0 and f − h ∈ A0. Since all function between 0 and f − h
belong to A0, g − h also belongs to A0. Thus g ∼ h.

Further, it is obvious that each element g of [f ]∼ can be decompose as g =
fm + z for some z ∈ A0. Indeed, since −|g − fm| = g − fm ∈ A0, we can set
z = g − fm.

Let us define a structure LA = (LA,+,→,≤, 0) where (LA,+,≤, 0) is the
ordered submonoid of V(Γ) and the operation → is defined as follows:

f → g = max{h ∈ LA | f + h ≤ g} .
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We have to prove the existence of f → g. Suppose that M = {h ∈ LA | f+h ≤ g}
has no maximum for some f, g ∈ LA. Let us denote the maximum of M ∩ Sg(B)
by k. Thus f + k < g. Since M has no maximum, there is z ∈ LA − Sg(B)
such that f + z < g and z > k. According to the latter paragraph, we can write
z = zm + s for some s ∈ A0. Moreover, zm ∈ Sg(B). Hence f + zm > g. Since
f + zm + s < g, we get f + zm ∼ g. Let us set t = g − (f + zm) ∈ A0. Then
f + zm + t = g and zm + t = maxM .

Lemma 4.5.4 LA is an integral cancellative residuated chain. Moreover, LA is
subdirectly irreducible.

proof: Since LA is a submonoid of the group V(Γ), LA is obviously cancellative.
The definition of → ensures that (+,→) is a residuated pair. Moreover, as 0 is
the greatest element of LA, LA is integral.

The irreducibility of LA follows from the fact that A0 forms a minimal non-
trivial filter. 2

The final step in the construction of a general ΠMTL-chain is to add a bottom
element. Let us introduce the following set:

L′A = LA ∪ {−∞} .

Further, we extend the definitions of the operations of LA. It is done as follows:
a + −∞ = −∞, −∞ → a = 0, and a → −∞ = −∞ for a > −∞. Then
L′A = (L′A,+,→,≤,−∞, 0) is a ΠMTL-chain extending LA by Lemma 3.2.3.

Let us denote the set of maxima of the equivalence classes w.r.t. ∼ by M . Since
M is a subset of Sg(B), we get this set is countable and i.w.o. Thus M ∪ {−∞}
can be order-embedded into Q ∩ [0, 1] by a morphism Φ such that Φ(−∞) = 0
and Φ(0) = 1. Moreover, each element fm ∈ M has a predecessor pr(fm). The
equivalence class [fm]∼ is order-isomorphic to R− and can be linearly mapped
onto (Φ(pr(fm)),Φ(fm)]. Thus L′A is order-isomorphic to [0, 1]. By means of Φ
we can define a ΠMTL-chain in [0, 1] and obtain the following theorem.

Theorem 4.5.5 The ΠMTL-chain L′A = (L′A,+,→,≤,−∞, 0) is isomorphic to
a standard subdirectly irreducible ΠMTL-chain.

4.6 Structural theorem

We are ready to prove that each standard subdirectly irreducible ΠMTL-chain
is isomorphic to some L′A. We start with a standard subdirectly irreducible
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ΠMTL-chain L. Let Γ(GL) be the chain of all values of its fraction group GL.
Let Vγ ∈ Γ(GL) then its successor will be denoted by V γ . The collection of all
principal filters of L will be denoted by P. To each principal filter F there is a
corresponding principal convex subgroup F by Lemma 4.3.4. Moreover the pre-
decessor of F is a value of GL. Let C be the subset of Γ(GL) of all Vγ such that
V γ = F for F ∈ P. The set C is countable and well ordered since Con L is
countable by Lemma 4.2.1 and well ordered by Theorem 4.1.7. Thus the elements
of C can be indexed by ordinals α < τ for some countable ordinal τ . We identify
γ with Vγ and denote the minimum of C by γ0. Clearly, V γ0 corresponds to the
minimal nontrivial convex subgroup of GL, i.e., V γ0 = F∆∪F−1

∆ by Lemma 4.3.2.
For each α < τ , let Kα be the submonoid of (R,+,≤, 0) which is isomorphic to

V α/Vα (see Corollary 4.3.5). Let us denote the isomorphism from V α/Vα to Kα

by Ψ. Let Fα ∈ P such that Fα = V α. By Theorem 4.3.8 there is an embedding
ν from Fα/Vα into V α/Vα such that ν([z]′Vα

) = [z]Vα for [z]′Vα
∈ Fα/Vα. Let

Rα = Ψ(ν(Fα/Vα)) be the submonoid of Kα which is isomorphic to Fα/Vα.

Lemma 4.6.1 The monoid Rα is countable and i.w.o.

proof: Since Fα is an interval of the form (a, 1] by Lemma 4.1.1 and the elements
of Fα/Vα are equivalence classes of the form (b, c] by Lemma 4.3.7, there can be
only countable many such equivalence classes covering (a, 1]. Since the maxima of
the equivalence classes of Fα/Vα belong to the set {mF∆

x | x ∈ L} which is i.w.o.,
Rα is i.w.o. as well. 2

By Theorem 4.3.10 there is an embedding from L′0 to V(Γ(GL)). Let us
denote it by Φ. Clearly the set W = {g ∈ V (Γ(GL)) | g � (γ0,→) = 0} forms a
convex subgroup of V(Γ(GL)) and W is isomorphic to (R,+,≤, 0). Let us define
W− = {f ∈W | f(γ0) ≤ 0}.

Lemma 4.6.2 The following equalities hold: Φ(F∆) = W and Φ(F∆) = W−.

proof: By Corollary 4.3.3, F∆ is isomorphic to (R,+,≤, 0). Let us denote
this isomorphism by Ψ : F∆ → R. Since V γ0 = F∆ = F∆ ∪ F−1

∆ , we have
f � (γ0,→) = 0 for all f ∈ Φ(F∆) by Lemma 4.3.11. Thus Φ(F∆) ⊆ W . If we
identify the functions from W with the corresponding real numbers, we can write
Φ(F∆) ⊆ R. Since Φ is an embedding, Φ◦Ψ−1 : R→ R is an order-preserving auto-
morphism on reals. By Hion’s Lemma [15, Lemma 4.1.6], the only order-preserving
automorphisms on reals are the multiplications by a positive real number. Thus
Φ(F∆) = W . Since F∆ = F∆ ∪ F−1

∆ , we obtain Φ(F∆) = W−. 2
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Now, let α > 0, c ∈ Rα − {0}, and [z]′Vα
∈ Fα/Vα be the equivalence class

corresponding to c, i.e., Ψ(ν([z]′Vα
)) = Ψ([z]Vα) = c. Let us define the set

Aα(c) = Φ([z]′Vα
∩ E) ,

where E is the set of product irreducible elements from Lemma 4.2.5. Since
E ⊆ [0, 1], each Aα(c) is countable and i.w.o. by Lemma 4.2.5. Further, let
g ∈ Aα(c) then g = Φ(x) for some x ∈ [z]′Vα

⊆ Fα. Thus g � (α,→) = 0 by
Lemma 4.3.11. Further, we have to show that g(α) = c. From Hahn’s Embedding
Theorem we have g(α) = ρα(πα(x)) where πα is the projection of x onto V α and ρα

is the order-preserving homomorphism from V α to Kα whose kernel is Vα. Since
x ∈ Fα ⊆ V α, we get πα(x) = x. Clearly, [z]Vα ∈ V α/Vα is the equivalence class
corresponding to c. As x ∈ [z]′Vα

⊆ [z]Vα , we obtain ρα(x) = c. Finally, we will
show that %(c) = 1 implies Aα(c) 6= ∅. Suppose that %(c) = 1 and [z]′Vα

∩ E = ∅.
Let m be the maximum of [z]′Vα

. Then m 6∈ E and there are a, b ∈ L such that
a ∗ b = m and a, b 6= m. Clearly, a, b > m. Then [z]′Vα

= [m]′Vα
= [a ∗ b]′Vα

=
[a]′Vα

∗ [b]′Vα
. Since m is the maximum of [z]′Vα

, we have [a]′Vα
, [b]′Vα

> [z]′Vα
. Thus

there are u, v ∈ Rα corresponding to [a]′Vα
, [b]′Vα

such that u, v > c and u+ v = c.
Obviously u, v < 0. Thus %(c) > 1 which gets a contradiction.

For α = 0, let us set A0 = W−. Finally, let

Aα =
⋃

c∈Rα−{0}

Aα(c) for α > 0 , A =
⋃
α<τ

Aα .

Now we have defined everything that is needed in Definition 4.5.1 of LA.

Theorem 4.6.3 The standard subdirectly irreducible ΠMTL-chain L is isomor-
phic (as a ΠMTL-chain) to L′A.

proof: Let Φ be the order-preserving embedding from L′0 to V(Γ(GL)). Let us
define a mapping Ψ : L → L′A by Ψ(0) = −∞ and Ψ(x) = Φ(x) for x > 0. We
have to show that Ψ(x) ∈ L′A for each x > 0. Clearly, Φ(1) = 0 ∈ L′A. Let
0 < x < 1. Then x ∈ F x. Since F x = V x by Lemma 4.3.4, there is α < τ such
that F x = V α. If x ∈ E then Φ(x) ∈ Aα(c) ⊆ L′A where c ∈ Rα is the real number
corresponding to the equivalence class [x]′Vα

. If x 6∈ E then x = g1 ∗ · · · ∗ gn ∗ s for
some gi ∈ E, i = 1, . . . , n, and s ∈ F∆ by Lemma 4.2.6. Since Φ is embedding, we
have Φ(x) = Φ(g1 ∗ · · · ∗ gn ∗ s) = Φ(g1) + · · ·+ Φ(gn) + Φ(s). Further, Φ(gi) ∈ L′A,
i = 1, . . . , n because gi ∈ E. Since Φ(s) ∈ W− = A0 ⊆ L′A by Lemma 4.6.2 and
L′A is closed under +, we get Φ(x) ∈ L′A. Thus Ψ is an o-monoid embedding from
L→ L′A.

Now it is sufficient to prove that Ψ is onto. Let h ∈ L′A and h 6= −∞. Then
h =

∑n
i=1 fi for some fi ∈ Aαi . By definition of Aαi , there are elements gi ∈ L
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such that Ψ(gi) = fi. Let us take x = g1 ∗ · · · ∗ gn. Since Ψ is embedding, we
have Ψ(x) = Ψ(g1) + · · · + Ψ(gn) =

∑n
i=1 fi = h. Thus Ψ is onto. Since L and

L′A are isomorphic as o-monoids and the residuum is determined by the monoid
operation and the order, Ψ must be also a ΠMTL-isomorphism. 2

4.7 Standard subdirectly reducible ΠMTL-chains

In this section we will study the structure of the standard ΠMTL-chains which
are not subdirectly irreducible.

Lemma 4.7.1 Let L be a complete subdirectly reducible ΠMTL-chain and F be a
nontrivial filter. Then L/F is subdirectly irreducible and Con L/F is well ordered.

proof: Since each F ∈ F , F 6= {1}, has a successor by Lemma 4.1.2, L/F is
subdirectly irreducible. As L/F is complete by Lemma 4.1.6, Con L/F is well
ordered by Theorem 4.1.7. 2

For a standard subdirectly irreducible ΠMTL-chain L we have that Con L is
well ordered. For subdirectly reducible we have the following result. Let ω∗ be
the inversely ordered set of natural numbers.

Theorem 4.7.2 Let L be a standard subdirectly reducible ΠMTL-chain. Then
Con L−{∆} has the same order type as a subset of the lex. product ω∗×α where
α is a countable ordinal.

proof: Let θn be a strictly decreasing sequence such that
⋂

n∈N θn = ∆. The
sequence has obviously order type ω∗. Since Con L/θn

∼= [θn,∇] is well ordered
for all n ∈ N by Lemma 4.7.1, we get that (θn+1, θn] ⊆ [θn+1,∇] is well or-
dered. Moreover, Con L/θn is countable by the same reasoning as in the proof of
Lemma 4.2.1. Thus (θn+1, θn] are countable as well. Let α be the supremum of all
ordinals order-isomorphic to the intervals (θn+1, θn]. Since all such intervals are
countable, α is countable as well. Thus the proof is done. 2

If L is not subdirectly irreducible then the fraction group GL has the same
property.
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Lemma 4.7.3 Let L be a standard subdirectly reducible ΠMTL-chain and ∆ be
the minimum of Con GL. Then ⋂

F∈F , F 6={1}

F = ∆ .

proof: Suppose that there is a nontrivial convex subgroup V such that V ⊆ F
for all F ∈ F , F 6= {1}. Thus there is an element a/b ∈ V such that a < b and
a/b > x for all x ∈ L− {1}. Thus we get b ∗ x < b ∗ (a/b) = a. Let 〈rn〉n∈N be a
strictly increasing sequence such that

∨
rn = 1. Since we have b ∗ rn < a for all

n ∈ N, we obtain
b = b ∗

∨
rn =

∨
(b ∗ rn) ≤ a ,

a contradiction with the fact that a < b. 2

By Lemma 4.7.3 there is no minimal nontrivial congruence in Con GL. Thus GL

cannot be subdirectly irreducible.

Theorem 4.7.4 Let L be a standard ΠMTL-chain which is subdirectly reducible.
Then GL is subdirectly reducible as well.

If L is subdirectly irreducible, we showed that the set of all maxima of the
equivalence classes w.r.t. all nontrivial filters is i.w.o. This is not the case if L is
subdirectly reducible.

Proposition 4.7.5 Let L be a standard subdirectly reducible ΠMTL-chain. The
set of the maxima of the equivalence classes w.r.t. all nontrivial filters, i.e.,

M = {mF
x ∈ L | x ∈ L, F ∈ F , F 6= {1}}

is dense in L.

proof: Let m1,m2 ∈M and m1 > m2. Then z = m1 → m2 belongs to the prin-
cipal filter F z. Let Fz be the predecessor of F z. Since L is subdirectly reducible,
there exists a filter F such that F ( Fz. Let s be an element from Fz − F and
m = max [m1 ∗ s]F . Then m1 → m1 ∗ s = s 6∈ F . Thus m1 6∈ [m1 ∗ s]F and
consequently m < m1. Since s > z, we have m1 ∗ s > m2. Thus m > m2 and the
proof is done. 2

Let L be a standard subdirectly reducible ΠMTL-chain. It is well-known fact
from Universal Algebra that if we have an indexed family θi ∈ Con L such that⋂
i∈I

θi = ∆. Then the natural homomorphism

ν : L→
∏
i∈I

L/θi
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defined by ν(x)(i) = [x]θi
is a subdirect embedding (see [5, Lemma 8.2]). Since

there is no minimum in Con L − {∆}, there must be a decreasing sequence θn

such that
⋂

n∈N θn = ∆ and θn 6= ∆. In the following theorem we show that
the structure of each factor L/θn can be described by means of Theorem 4.6.3.
Thus we obtain a characterization of the structure of L since L can be subdirectly
embedded into the direct product

∏
n∈N L/θn.

Theorem 4.7.6 Let L be a standard ΠMTL-chain, θ ∈ Con L, and θ 6= ∆. Then
L/θ is isomorphic to some L′A/θm where θm = min(Con L′A − {∆}).

proof: By Theorem 4.1.8 we have that L/θ is i.w.o. Moreover, it is countable
since the elements of L/θ are left-open, right-closed intervals covering [0, 1] by
Lemma 4.1.3. Thus we can use the same construction as in Section 3.3 and extend
L/θ to a ΠMTL-chain D which is order-isomorphic to [0, 1]. Further, it is easy to
see that

F∆ = {〈1, r〉 ∈ D | r ∈ (0, 1]}

is a minimal nontrivial filter in D. Hence D is subdirectly irreducible.
Finally, D is isomorphic to some L′A by Theorem 4.6.3. Let θm be the congru-

ence determined by F∆. Then L/θ ∼= D/θm
∼= L′A/θm. 2

Note that from the construction in the proof of the Theorem 4.7.6 it follows
that if L is a complete ΠMTL-chain, θ is a nontrivial congruence such that L/θ
is countable, then L/θ can be embedded into a standard ΠMTL-chain.
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Concluding remarks

The thesis hopefully shows that ΠMTL is a fuzzy logic interesting not only for
logicians but also for people working on residuated lattices since ΠMTL-algebras
are tightly connected to cancellative residuated lattices.

In the first part of the thesis we solved the open problem whether ΠMTL
satisfies Standard Completeness. Moreover, the presented construction in the
proof gives us a method or at least a hint how we can try to solve similar problems
in other logics. For instance, it can be shown that a straightforward modification
of this method works also for MTL.

Although the structure of the standard BL-algebras is completely character-
ized, the structure of the standard MTL-algebras not at all. Moreover, this
task seems to be very difficult. Since we described the structure of standard
ΠMTL-algebras, we made a first step towards a solution of this task. Furthermore,
as the monoidal operation in a standard ΠMTL-algebra is in fact a left-continuous
t-norm, the characterization of the standard ΠMTL-algebras also sheds some light
on the structure of cancellative left-continuous t-norms.

Our future aim is to use these results and try to solve some complexity ques-
tions concerning ΠMTL (for example, it is still not known whether ΠMTL is de-
cidable). Another possible future task is to characterize subvarieties of the variety
of ΠMTL-algebras.

5.1 List of contributions

Now we are going to summarize the achieved results. The particular contributions
of the thesis are the following.

1. We solved the open problem mentioned in the previous section and proved
Standard Completeness Theorem for ΠMTL.

62
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2. From the construction in the proof of Standard Completeness Theorem we
got even more and showed that ΠMTL is complete w.r.t. the class of stan-
dard ΠMTL-algebras with finitely many Archimedean classes or equivalently
with finite congruence lattices.

3. We also extend Standard Completeness Theorem for finite theories, i.e., we
proved that if T is a finite theory over ΠMTL and ϕ is a formula then T
proves ϕ if and only if e(ϕ) = 1 for each standard ΠMTL-algebra L and
each L-model e of T .

4. From the construction in the proof of Standard Completeness Theorem, we
obtained that the variety of ΠMTL-algebras is generated by ΠMTL-chains
whose monoid reducts are finitely generated. Moreover, we described the
order type of such ΠMTL-chains.

5. The structure of standard subdirectly irreducible ΠMTL-algebras was char-
acterized up to an isomorphism.

6. Finally, we also described the structure of standard ΠMTL-algebras which
are not subdirectly irreducible. Each such ΠMTL-algebra is isomorphic
to a subdirect product of subdirectly irreducible ΠMTL-chains. Since we
show that the structure of each ΠMTL-chain appearing in the subdirect
product can be described in the same way as the structure of a standard
ΠMTL-algebra, we obtain also a structural theorem for standard subdirectly
reducible ΠMTL-algebras.
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